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Seventy percent of the Earth's surface is covered by water. The ocean strongly influences our lives through its effects on weather and climate, as a source of food, recreation, mineral resources, transportation, and military advantage.
Indeed, contemporary reason to study the oceans is to better understand global environmental change. Many lines of evidence indicate that human activities on land, such as the burning of fossil fuels, can significantly affect climate via the greenhouse effect. As the oceans are an integral part of the Earth's climate system, understanding the greenhouse effect and other aspects of global environmental change requires that we study the ocean as well as the atmosphere and land.
Furthermore, the economic benefit of seasonal climate prediction, from which operational physical oceanography is a key element, is very large: WMO estimates, that the economic savings to be of the order of tens of millions of dollars per individual country.
A better knowledge of ocean properties provides a strategic advantage to the military world.
So we can see that ocean influence all the principal interest of the world: economy, defense, safety and politics. This demonstrates the need for oceanographic studies and particularly ocean modeling. That is why I am interested in oceanography. 
In this report I will focus on ocean modeling. My aims were to compare the output of the HYbrid Coordinate Ocean Model (hereafter HYCOM) to the data of the ARGO system and see how this model can give us a good approximation and understanding of ocean processes.
My work was to use the data of the ARGO float system, to evaluate HYCOM performance. It appears that HYCOM and ARGO are very similar. Thus HYCOM seems to well reproduce temperature, salinity and velocity fields.
First my report addresses my motivations. Then, I explain why I choose to use the ARGO dataset and the HYCOM model.
The first part of the report is a short background on physical oceanographic processes: review of the principal currents, the main forces that drive ocean motion. It is important to understand how ocean processes are governed, its interactions with the atmosphere and how we can model/parameterize it.
The second part presents the two main systems I use for my study: the ARGO float’s system (the broad-scale global array of temperature/salinity profiling floats) and HYCOM. I explain how they work and why they are useful in my research.
The last part shows the results and their discussion as well as a conclusion to my study.
II/ Motivation
To complete my third year in the French Military Academy of Saint-Cyr, I did an internship at the Center for Ocean-Atmospheric Prediction Studies (COAPS) from September 16th to December 7th 2006. 
COAPS, which is part of the Florida State University, is located in Tallahassee, Florida state capital. The COAPS performs research in air-sea interactions, ocean and coupled air-sea modeling, climate prediction, statistical studies, and predictions of social/economic consequences due to ocean-atmospheric variations. Students in COAPS come from a wide variety of departments including meteorology, mathematics, computer science, and physical oceanography. COAPS is funded by several federal agencies, producing original published papers that advance our understanding of the ocean and the atmosphere. So this is a environment of choice to make ocean studies.
This internship aimed to test and validate the HYbrid Coordinate Ocean Model (HYCOM) with data of the ARGO system.
Why do I choose to evaluate an ocean model? Ocean prediction is very important for all human activities and particularly to predict extreme events. The need for such schemes has been tragically demonstrated in the December 2004 Indian Ocean tsunami and in August 2005 floods and destruction caused by Hurricane Katrina in New Orleans and the northern Gulf of Mexico.
Why do we need this study? Every model needs to be tested and validate, it allows us to be confident into this model and so better understand and predict ocean dynamic. That way we will see if HYCOM needs to be improved in some regions and if it is a good tool to represent ocean dynamic. 
Which tools and techniques do I use and why? First, I choose the ARGO float system as a reference dataset that provides in-situ measurements of temperature, salinity and velocities. Finally I choose to make a correlation comparison because it is the best way to see how the model can reproduce the reality over a long period.
What value these works bring? It evaluates the performance of HYCOM on reproducing scalar fields over a long time range. It will allow the modeling community to improve this model.
III/ Background
Ocean currents are divided into two types of flow, according to the force that drives them. There is a mechanical force, mainly wind, and the buoyancy force (change of density). Subsurface currents are density-driven whereas surface currents are mainly driven by the wind. The pattern of wind-driven surface circulation results from the interaction of wind drag, pressure gradients, and the Coriolis force. Each one of them will be discussed separately.
3.1/ The wind and ocean circulation

Wind is moving air. As air molecules are dragged across the sea surface in a wind, they collide with water molecules at the ocean’s surface. The energy transfer by frictional drag, if prolonged, raised waves and generates currents. The fact that still water is set in motion by wind implies that momentum associated with the moving air molecules is transmitted to the water molecules, setting them in motion.

You can easily estimate the speed of a current. It will be roughly 3 to 4 percent of the speed of the generating wind, because the transfer of energy from the air to the water is an inefficient process.

So, surface winds blow in a regular pattern (figure 1), in response to (1) differential heating of air across the Earth’s surface and (2) the Coriolis deflection. The net effect of these interactions is zonal wind flow (the movement of air parallel or near-parallel to lines of latitude). This produces the trade winds of the subtropics with their strong easterly component and the westerly of the midlatitudes (figure 2). 
Wind drag by these large-scale wind systems sets ocean water in motion. The westerly produce a belt of water currents that flow to the east in the midlatitudes of both hemispheres. In the low latitudes, the trade winds generate a pair of water currents that move to the west. These currents are deflected by continents, causing them to bend into each other and thus create large current loops called circulation gyres in all of the oceans (figure 3).
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Figure 1: Global wind pattern 1
[image: image68.png]



Figure 2: Global wind pattern 2
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Figure 3: Global currents

3.2/ The Pressure gradient force
A pressure gradient is merely a change of pressure across a horizontal distance. The greater the pressure differential over a given distance, the steeper is the pressure gradients arise as a consequence of horizontal variations in the height of the water surface.
Water that is piled up in a mound creates a zone of high pressure because of an increase in the height of water column (P=ρgh). Water responds by flowing down the pressure gradient. The steeper the pressure gradient, the faster is the flow of water, in the same way that a ball will roll down a steep slope faster than it will down a gentle slope.

Most people imagine that the sea surface when undisturbed by waves is flat. When examine carefully, it reveals a definite topography.  The difference in elevation between the top of the water “hill” and the bottom of water “valley” is about one meter or less. But this subtle sea-surface topography has profound effects on surface circulation.
3.3/ The effect of the Coriolis force and friction (Ekman spiral)
The presence of an ambient rotation, due to the earth's spin around its axis, introduces two acceleration terms that we can interpret as forces: the Coriolis force and the centrifugal force. The effect of the Coriolis force on ocean currents is a deflection to the right in the Northern Hemisphere and on the left in the Southern Hemisphere. The centrifugal force is usually neglected with gravity when geophysical flows are considered. 
When topmost water layer sets the underling layer of water in motion through frictional drag, the deeper layer moves to the right of the flow direction of the Coriolis effect. As the current deepens with time, each successively deeper water layer is deflected to the right of the layer immediately above it. The result of this process is a spiraling current (figure 4). The current speed decreases with distance below the sea surface.

This spiraling flow pattern is called the Ekman spiral in honor of the Scandinavian physicist, V. Walfrid Ekman, who first explained the phenomenon.
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Figure 4: Ekman spiral in the northern hemisphere
3.4/ The governing equations
There are lots of others forcing which modified the ocean motion like friction, tidal force and river which have also an important role in ocean dynamics. In order to describe the dynamic of a fluid we usually use the Navier-Stokes equation. But in the ocean it is impossible to fully resolve these equations. We need to simplify them by doing some approximations. The full equation in a vector form is (Cushman, 1994):
[image: image3.emf]
Where  (1) is the acceleration of a water parcel 
 (2) the coriolis force

 (3) the pressure gradient term 
 (4) the voluminal forces 
 (5) the viscous forces.
IV/ Presentation of ARGO and HYCOM 
4.1/ ARGO
4.1.1/ A brief history of ARGO
The origins of ARGO can be found in the 1990-1997 World Ocean Circulation Experiment (WOCE). WOCE is part of the World Climate Research Program (WCRP) and set out to collect an unprecedented set of observations. 
WOCE needed to collect data on ocean currents at about 1000m throughout the oceans. To do this Russ Davis from Scripps Institution of Oceanography in California and Doug Webb of Webb Research Corporation developed the Autonomous Lagrangian Circulation Explorer (ALACE). ALACE floats used the principle of neutral buoyancy invented by John Swallow in the mid 1950s to follow the currents at a particular pressure level. Each ALACE float rose to the sea surface at regular intervals to allow its position to be fixed by satellite. About 1000 ALACE-type floats were deployed by WOCE (Figure 5).
It was soon realized that as they rose to the surface the ALACE could also measure the temperature and salinity of the water through which they rose and towards the end of WOCE most of the ALACE carried temperature/salinity sensors. They became Profiling ALACE (PALACE) floats. 
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Figure 5: An ARGO float being deployed from a research ship.
The name ARGO was chosen to emphasize the strong complementary relationship of the global float array with the Jason satellite altimeter mission. 
Together the ARGO and Jason data sets will be assimilated into computer models developed by project GODAE (Global Ocean Data Assimilation Experiment) that will allow a test of our ability to forecast ocean climate. For the first time, the physical state of the upper ocean is being systematically measured and the data assimilated in near real-time into computer models.  
ARGO builds on other upper-ocean ocean observing networks, extending their coverage in space and time, their depth range and accuracy, and enhancing them through the addition of salinity and velocity measurements.  
ARGO is not confined to major shipping routes which can vary with season as the other upper-ocean observing networks are. Instead, the global array of 3,000 floats will be distributed roughly every 3 degrees (300km). That’s why this system is an essential tool.
4.1.2/The current status of ARGO
ARGO is an international program providing a near real-time assessment of the state of global ocean from an array of autonomous profiling floats. Program began in 2000 and the number of active floats grows fast having reached 2852 floats by the time of this writing. Their positions are shown in the next figure. When the array will reach the target number of 3000, it will be providing data on a roughly 3° global grid.
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Figure 6: Distribution of active ARGO floats  on June 8, 2007 (the floats that have delivered data within the last 30 days
[image: image70.emf]
Figure 7: Time integrated distribution of ARGO floats
So as we can see there is a lack of floats in some areas. This can be easily explained by the presence of ice sheets. Figure 7 shows the time integrated (10 years) repartition of floats over the global ocean. It shows that some regions are well monitored (North Pacific and North Atlantic) compare to other one (Antarctica).
4.1.3/ The ARGO project objectives
It will provide a quantitative description of the changing state of the upper ocean and the patterns of ocean climate variability from months to decades, including heat and freshwater storage and transport. 
The data will enhance the value of the Jason altimeter through measurement of subsurface temperature, salinity, and velocity, with sufficient coverage and resolution to permit interpretation of altimetric sea surface height variability. 
ARGO data will be used for initializing ocean and coupled ocean-atmosphere forecast models, for data assimilation and for model testing. 
A primary focus of ARGO is to document seasonal to decadal climate variability and to aid our understanding of its predictability. A wide range of applications for high-quality global ocean analyses is anticipated. 
4.1.4/ Description of an ARGO float
ARGO is an international collaboration that collects high-quality temperature and salinity profiles from the upper 2000m of the ice-free global ocean and currents from intermediate depths. 
The data come from battery-powered autonomous floats that spend most of their life drifting at depth where they are stabilized by being neutrally buoyant at the "parking depth" pressure by having a density equal to the ambient pressure and a compressibility that is less than that of sea water. At present there are three models of profiling float used extensively in ARGO. 
All work in a similar fashion but differ somewhat in their design characteristics. At typically 10-day intervals, the floats pump fluid into an external bladder and rise to the surface over about 6 hours while measuring temperature and salinity. Satellites determine the position of the floats when they surface, and receive the data transmitted by the floats. The bladder then deflates and the float returns to its original density and sinks to drift until the cycle is repeated. Floats are designed to make about 150 such cycles. 
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Comprised of three subsystems:

1. Hydraulics: control buoyancy adjustment via an inflatable external bladder, so the float can surface and dive. 

2. Microprocessors: deal with function control and scheduling. 

3. Data transmission system: controls communication with satellite. 

Approx. Weight: 25 Kg
Max. Operating depth: 2000m
Crush depth: 2600m

 Figure 8: A technical description ARGO float
4.1.5/ The ARGO dataset design

The design of the ARGO network is based on experience from the present observing system, on recent knowledge of variability from the TOPEX/Poseidon altimeter, and on the requirements for climate and high-resolution ocean models.
The array consists of coordinated regional deployments and is made up of 25 different countries’ contributions. The U.S. contribution is about 50% of the global array. Raw data are publicly available in near real-time via the Global Telecommunications System. 24 hours later, real-time quality controlled trajectory data are stored at nine national or regional Data Assembly Centers (DAC), which also provide ultimately corrected profile data with a few months delay. The data also include pre-ARGO floats of similar design. Two GDAC (global DAC), USGODAE and IFREMER, manage global ARGO dataset compiled of folders-images of the nine DAC. 
The final array of 3000 floats will provide 100,000 temperature/salinity (T/S) profiles and velocity measurements per year distributed over the global oceans an average 3-degree spacing.  Floats will cycle to 2000m depth every 10 days, with 4-5 year lifetimes for individual instruments.
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Figure 9:  Example of an ARGO profile from the subtropical North Pacific, (20.25N 121.4W, May 15 2004).
There are three main types of ARGO floats (APEX, SOLO and PROVOR) and at least six other types that differ in nuances. 


Common among all the floats is that they are able to change their buoyancy by pumping water in and out of an external bladder and are designed to spend most of their lifetime on some pre-selected isobaric surface (so-called, parking pressure).
During the ascent, the float measures and stores a CTD profile that is transmitted to ARGOS satellite when the float reaches the sea surface. Same satellite detects coordinates of the float as long as the latter drifts at the sea surface. The floats thus work in cycles. 
[image: image7.emf]

Figure 10: Schematic of a typical ARGO float cycle 
The n-th cycle starts (a time Tndive ) when a float begins to descend from the sea surface to the parking level (which it reaches by time Tnbeg ). As a rule just before the beginning of the ascent, a float dives (at time Tnend ) to a slightly larger depth. As it surfaces at Tnsurf , it starts transmitting data. It stays at the sea surface long enough to insure that ARGOS satellites will receive the information. Transmissions stop with the beginning of the next, n+1-th cycle at Tn+1dive. Tnfirst and Tnlast indicate in Figure 2 first and last transmissions, respectively, received (fixed) by satellite during the n-th cycle of the float. As a rule more than two transmissions are received. 
4.1.6/ The ARGO mission 
There are two different standard mission operations. One is the simple mission operation and the other is the park and profile mission operation. The main difference is in the depth to which the float descends. 
In the simple mission, the float descends to a certain depth, often 2000m, and then begins its temperature and salinity profile from that depth.
Simple Mission Operation: 
The float descends to cruising depth, drifts for several days, ascends while taking salinity and temperature profiles, and then transmits data to satellites. All the mission parameters, such as the drift depth, vertical sampling resolution, and time on the surface, can be tailored to suit the operating region.
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Figure 11: ARGO Simple Mission
In the park and profile mission, the float descends to a certain depth, 1000m is recommended, and then descends to 2000m to start the temperature and salinity profile. In the beginning of 2006, 46% of floats profile to around 2000m and 66% profile to depths greater than 1500m.
Park and Profile Mission Operation:
The float descends to cruising depth, drifts for several days, descends to start of profile depth, ascends while taking temperature and salinity profiles, and then transmits data to satellites. All the mission parameters, such as the parking depth, profile depth, vertical sampling resolution and time on the surface can be tailored to suit the operating region.
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Figure 12: ARGO data transmission schematic
4.1.7/What is new in the ARGO dataset? 
As  worldwide array of 3000 floats, ARGO data is unique for several reasons: 
· The distribution of data throughout the oceans is uniform rather than dependent on shipping lines. 
· There is a lot of lack of seasonal bias since the floats operate year round. 
· An efficient data management network that provides free automatic quality controlled data within 24 hours and scientifically quality controlled, delayed mode data within several months. 
· Multi-national collaboration to deploy, monitor and analyze floats and their data. 
	Observation type
	T/S
	Number per year
	Max Depth
	Geographical restriction

	Ship-based temperature and salinity
	T + S
	5000 (to 1000m)
	Full water depth
	• Limited by ship endurance 
(100 per month)
• Few at high latitude in winter
• Typically along lines

	Expendable XBT from merchant ships
	T
	25,000
	750m
	• Along shipping routes
• Avoid high latitude in winter
• Many areas unsampled

	ARGO
	T + S
	42,000 (May 2004)
100,000 (2006)
	2000m
	• Ice free areas deeper than 2000m


Figure 13: The following table summarizes some new parts of ARGO's data set
4.1.9/ The YoMaHa’07 dataset 
YoMaHa'07 dataset contains estimates of velocities of deep and surface currents obtained using data of the trajectories from ARGO floats. It includes data from 4284 floats stored in nine Data Assembly Centers (DAC) worldwide and about 297,000 values of velocity. 
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Figure 14: Number of floats per projects
Surface velocities are linearly regressed from float coordinates fixed by the ARGOS satellites. Deep velocities are estimates from floats displacements during each submerged phase of the cycle. Both surface and deep velocities are accompanied by error estimates, which are typically an order of magnitude smaller than velocity values.
All the DAC gathered can provide data for creating a global map of velocity value.
[image: image10.emf]
Figure 15: Data distribution of the ARGO DAC’s
Indeed, YoMaHa’07 is a 41% increase in the number of floats and 78% increase in the amount of data from the last version. In 1997 when only a small area of Atlantic ocean were covered by the float but since the beginning the number of floats have increase to cover all the globe.
[image: image11.emf]
Figure 16: Annual distribution of ARGO velocity estimates in YoMaHa’07

ARGO floats can provide values for all the different depth but the parking pressure chose for the bigger part of the floats is 1000m which is equivalent to a 1000dbar pressure. That is why it is legitimate to make a comparison on this depth.

[image: image12.emf]
Figure 17: Number of cycles in 10-dbar intervals of the float at depth
4.2/ Ocean model
Ocean modeling deals with the discretization of the equations of motion written above. One important issue is to determine the grid which has to be used depending on the area of the

ocean where we want to solve them. There are, at present, within the field of ocean general circulation modeling several classes of numerical models which have achieved a significant level of community management and involvement, including shared community development, regular user interaction, and ready availability of software and documentation via the World Wide Web.
Those different numerical models can be used for large scale studies (global models) as well as small scale studies (high resolution near coastal area), and from few days processing (tides) to centuries (ocean current). Each models use different ways to solve physical processes, which means different approximations but also different numerical schemes. The aims of those models are very wide. Indeed some of this model is used to forecast the climate and some are used to study coastal phenomenon like storm surges or tsunamis. We can sort different models by their respective approaches of spatial discretizations and vertical coordinate treatments.
4.2.1/ Different class of model
There are three different coordinate types used to discretize the ocean water column (Figure1). The simplest choice is z-coordinate, which divide the water column in fixed level from the surface (z = 0 of a resting ocean) and z = -H(x,y) corresponding to the bottom topography. Another choice for vertical coordinate is the potential density σ referenced to a given pressure (isopycnal coordinate). This coordinate is a close analog to the atmosphere's entropy or potential temperature. The last one is the σ-coordinate. It is usually defined as:

   



[image: image13.emf]
Where ς(x; y; t) is the displacement of the ocean surface from its resting position z = 0 and

z= -H(x,y) the bottom topography. We can notice that  ς= 0 at the ocean surface and σ = -1

at the bottom; this coordinate is called a terrain following coordinate.

[image: image14.emf]
Figure 18: Schematic representation of the 3 vertical coordinates (after Griffies et al., 2000)

The development of the first Oceanic General Circulation Model (OGCM) is credited to the Geophysical Fluid Dynamics Laboratory (GFDL) in the late 1960s. It was originally designed to use a z-based vertical coordinate, and to discretize the resulting equations of motion using low-order finite differences. 
During the 1970s, models started utilizing potential density and terrain following coordinates, but they still used low-order finite difference schemes. Today, several examples of isopycnal and σ coordinate’s models exist. For example, the Miami Isopycnic Coordinate Ocean Model (MICOM), created by the University of Miami, uses isopycnal coordinates. The disadvantage of all of these models is that they use a single coordinate type to represent the vertical but no single one can by itself be optimal everywhere in the ocean. This is why many developers have been motivated to pursue research into hybrid approaches, which is the subject of the following subsection.
4.2.2/ The HYbrid Coordinate Ocean Model (HYCOM)
The HYbrid Coordinate Ocean Model (HYCOM) is the result of collaborative efforts among the University of Miami, the Naval Research Laboratory (NRL) and the Los Alamos National Laboratory (LANL) and combines all the three vertical discretization seen in the previous section (Figure 18).
Traditional vertical coordinate choices [z-level, terrain-following (sigma), isopycnic] are not by themselves optimal everywhere in the ocean, as pointed out by recent model comparison exercises performed in Europe (DYnamics of North Atlantic MOdels - DYNAMO) and in the U.S. (Data Assimilation and Model Evaluation Experiment - DAMEE). 
Ideally, an ocean general circulation model (OGCM) should (a) retain its water mass characteristics for centuries (a characteristic of isopycnic coordinates), (b) have high vertical resolution in the surface mixed layer (a characteristic of z-level coordinates) for proper representation of thermodynamical and biochemical processes, (c) maintain sufficient vertical resolution in unstratified or weakly-stratified regions of the ocean, and (d) have high vertical resolution in coastal regions (a characteristic of terrain-following coordinates). 
The hybrid coordinate is one that is isopycnal in the open, stratified ocean, but smoothly reverts to a terrain-following coordinate in shallow coastal regions, and to z-level coordinates in the mixed layer and/or unstratified seas. 
The hybrid coordinate extends the geographic range of applicability of traditional isopycnic coordinate circulation models (the basis of the present hybrid code), such as the Miami Isopycnic Coordinate Ocean Model (MICOM) and the Navy Layered Ocean Model (NLOM), toward shallow coastal seas and unstratified parts of the world ocean. The theoretical foundation for implementing such a coordinate was set forth in Bleck and Boudra (1981) and Bleck and Benjamin (1993). 
In HYCOM, each coordinate surface is assigned a reference isopycnal. The model continually checks whether or not grid points lie on their reference isopycnals and, if not, tries to move them vertically toward the latter. 
However, the grid points are not allowed to migrate when this would lead to excessive crowding of coordinate surfaces. Thus, in shallow water, vertical grid points are geometrically constrained to remain at a fixed depth while being allowed to join and follow their reference isopycnals over the adjacent deep ocean. 

In the mixed layer, grid points are placed vertically so that a smooth transition of each layer interface from an isopycnic to a constant-depth surface occurs where the interface outcrops into the mixed layer. 
HYCOM therefore behaves like a conventional sigma model in very shallow and/or unstratified oceanic regions, like a z-level coordinate model in the mixed layer or other unstratified regions, and like an isopycnic-coordinate model in stratified regions. In doing so, the model combines the advantages of the different types of coordinates in optimally simulating coastal and open-ocean circulation features. 
The feasibility of the hybrid coordinate approach for handling both deep and shallow regions, throughout the annual heating/cooling cycle, has recently been demonstrated for a North Atlantic basin configuration by the University of Miami modeling group (Halliwell et al., 1998) in collaboration with the modeling group at the Naval Research Lab.
The basin model has performed well both in terms of numerical stability and physical realism in a series of multi-decade simulations. Two vertical cross sections through hybrid model fields, depicting winter and summer conditions respectively, are shown here to illustrate the structure of the hybrid model, the properties of the solutions obtained with it, and the model's handling of seasonal changes in the thermocline, i.e., the point at which the isopycnals become constant depth coordinates. 
Figure 18 shows the stratification of the model ocean along a 500 m deep meridional section in the eastern Atlantic in winter. Features to note are the coincidence of layer interfaces and isopycnals in the stratified interior, the vertical orientation of isopycnals in the mixed layer (a feature dictated by the Kraus-Turner paradigm), and the transition of layer interfaces to constant-depth surfaces near the point where they enter the mixed layer. 
The flattening of the interfaces well below the mixed-layer bottom near 45oN illustrates the point at which the minimum layer-thickness constraint overrides the tendency of a coordinate surface to remain attached to its reference isopycnal. Figure 19 shows conditions along the same meridional section in summer. At this time, the seasonal thermocline extends upwards to within a few tenths of meters of the surface. 
This allows several coordinate surfaces at mid to high latitudes, which in Figure 19 are shown to reside in the mixed layer, to attach themselves to their reference isopycnals. In order to extend the isopycnal coordinate domain upward during the warm season, the minimum layer thickness is allowed to be smaller in summer than in winter.
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Figure 19: HYCOM vertical section at 25°W in January of year 21. Shaded field: density. Thin solid lines; layer interfaces. Thick line: mixed-layer depth. Depth range: 500 m. Numbers along bottom indicate latitude. Tick marks at the top and bottom indicate horizontal mesh size.
[image: image16.png]



Figure 20: As in Fig. 19, but for July of year 21.
The capability of assigning additional coordinate surfaces to the oceanic mixed layer gives us the option of replacing the present slab-type Kraus-Turner mixed layer by a more sophisticated closure scheme, such as K-Profile Parameterization (KPP) (Large et al., 1994, 1997). Development of such a new surface boundary scheme is presently underway. The KPP model is particularly attractive for several reasons. 
It contains improved parameterizations of physical processes in the mixed layer, including non-local effects. It actually calculates the mixing profile from the surface to the bottom of the water column, and thus provides an estimate of diapycnal mixing beneath the mixed layer. It has also been designed to run with relatively low vertical resolution, and is thus substantially more efficient than turbulent closure models. Finally, such a model can simulate the vertical structure of dynamical and thermo dynamical variables along with biochemical constituents. 
The hybridization work is firmly embedded in MICOM development effort carried out at the University of Miami and now also at the Los Alamos National Laboratory. The freedom to adjust the vertical spacing of coordinate surfaces in HYCOM will simplify the numerical implementation of some physical processes (mixed layer detrainment, convective adjustment, sea ice modeling, ...) without robbing the model of the basic and numerically efficient layer architecture that is characteristic of layered models throughout most of the ocean's volume. 
So the optimal distribution is chosen at every time step: isopycnal (density tracking) layers are best in the deep stratified ocean, z-levels (constant fixed depths) are used to provide high vertical resolution near the surface within the mixed layer, and σ-levels (terrain following) is often the best choice in shallow coastal regions.
[image: image17.emf]
Figure 21: This schematic explain the hybrid coordinate between ρ and z.
The model makes a dynamically smooth transition between the coordinate types via the layered continuity equation. HYCOM is thus a highly sophisticated model, including a large suite of physical processes and incorporating numerical techniques that are optimal for dynamically different regions of the ocean. Several sophisticated vertical mixing turbulence closure schemes have also been implemented.

The purpose of my internship is to test the present version of HYCOM to compare it to the real data given by ARGO.
V/ Comparison between the ARGO observations and HYCOM
5.1/ Exploitation of the ARGO data
With the suggestion of my supervisor, I choose ARGO data because this floats system is registering salinity, temperature and velocity profiles since 1997. Currently ARGO has more than 3000 floats distributed over the world ocean (Figure 5). 
So this is a plethore of real measures that can give us good idea about oceanic physical processes. Indeed this system brings information from the sea surface to the deep ocean (Maximum depth of 2000 meters). So it seems to be a good dataset to compare HYCOM with. 

We have seen that there is a lot of different centers that can provide data. The data for this study come from the IFREMER dataset, localized in Brest, France..They have put online all the float profiles of the past 4 years that represent an important quantity of data in term of computer memory. The first step was to collect all the data for each day from 2004 to 2007. It represents more than 1400 files (Annex 1) Some files were in ASCII, binary or netcdf format. 
The netcdf format is a file where data are structured and are sequentially stored. Indeed, the file had a lot of information and the only ones I needed were the temperature, the salinity and the velocity. So my second work was to create a program to extract only these variables.
Velocities
 For velocities, I find the average data in three degree bins on the ARGO website. I use MATLAB to plot these new binary files. The difficulty were only to put the lands in the map and do not make interpolation with these zones (Annex 2).

So the first results I had were ARGO maps of velocities, averaged from 1997 to 2007. I have plotted the velocities for the surface and for 1000m depth to see if HYCOM is able to reproduce the main characteristic of the surface and sub-surface velocity. Following maps show the results that I obtain.
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Map 1: Surface U velocities – ARGO data from 1997 to 2007

We can see the equatorial band where the surface current is strong. This is the result of the wind drag. We can see there is a strong current, the Antarctic Circumpolar Current (ACC) in the southern ocean, the only ocean spreading all around the world where there is no boundary to slow it down.. The Western boundary currents (i.e Gulf Stream, Kuroshio) are well represented too.
Salinity and temperature:
The data I find were profiles ones while I need to plot a map so the first work I had to do was for each profile, find their location with their latitude and longitude to put them in the appropriate bin. But also do an average, interpolating all the profile being in the same bin area to have a value in each bin. Like this I had a map in 3X3 degree bins of profiles.
For this work I used the griddata function which interpolates the values to make a regular map, I used a cubic interpolation (Annex 3).
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Figure 22: Regridding the data and interpolate values for several floats in the same new grid
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Figure23: Inner circle that contains available floats
And what I needed were the values of salinity, temperature in the surface and in 1000m depth. So next I had to plot these map for the first level and the level equivalent to the parking pressure (Annex 4).
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Map 2: Surface TEMPERATURE – ARGO data from 2004 to 2007

5.2/ Exploitation of the HYCOM Output


Output given by HYCOM are saved every 6 hours. It explains the huge amount of data stored in COAPS servers. These output files, saved in netcdf format contain velocities, temperature and velocity fields.

These data are available on the data server at www.hycom.fsu.edu. COAPS make sure that these data are always updated.

Next I had to regrid the map in a regular grid because the data were in curvilinear longitudes and latitudes (Figure 23). The method used was an interpolation of the values and then a regridding (Annex 4).
[image: image24.jpg]



Figure 24: Curvilinear grid to rectangular grid
An example of these obtained data (i.e.2 year average temperature at -1000m) is shown in Map 3. 
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Map 3: Parking TEMPERATURE – HYCOM data from 2004 to 2006
One noticeable feature is the Mediterranean outflow where the temperature is much higher than other regions of the globe because it is water coming from this ‘warm’ semi-enclosed sea.

One can also notice that the model appears to be really smooth. Indeed with float data we have some holes where the data are missing. But as a model, HYCOM give a global 3°X3° map without missing values. So for the comparison and the difference map we have to keep this in mind, we are looking for trend similarities and differences and not punctual differences which can represent errors due to these missing values.

5.3/ Comparisons



5.3.1/ Global four year average SST differences

To compare the output of HYCOM with the data of ARGO, the first idea is to make the differences of the maps and discuss on the area where there is too much difference..

For the velocities I had an average from 1997 to 2007 for ARGO data and for HYCOM only output from 2004 to 2007 so the comparison was only qualitative, I haven’t done the difference map because it is not the same time period and so we cannot do a rigourous comparison.

Then I have done the difference for the salinity and temperature maps. For  the salinity and temperature we had the same time period of data and daily data for HYCOM and ARGO so for the rest of my work, I will focus on this two scalar.
With this 4 years average comparison we will see if HYCOM model is efficient for a long time period but we wanted to know if the model can give a good approximation of variation (i.e. seasonal variations) so I have made seasonal averages and make the difference between ARGO and HYCOM (ARGO – HYCOM).

All these maps are shown below starting with surface velocity one and finishing by the 1000m depth one, and finally the difference maps.


Tolegend below show area where to focus and why.
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         Similar area
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              Difference area
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Map 4: Surface U velocities – ARGO data from 1997 to 2007
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Map 5: Surface U velocity – HYCOM data from 2004 to 2006
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Map 6: Surface V velocities  – ARGO data from 1997 to 2007
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Map 7: Surface V velocity – HYCOM data from 2004 to 2006
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 Map 8: Surface TEMPERATURE – ARGO data from 2004 to 2007            
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Map 9: Surface TEMPERATURE – HYCOM data from 2004 to 2006
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Map 10: Surface SALINITY – ARGO data from 2004 to 2007
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Map 11: Surface SALINITY – HYCOM data from 2004 to 2006
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Map 12: Parking U velocities – ARGO data from 1997 to 2007
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Map 13: Parking U velocity – HYCOM data from 2004 to 2006
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 Map 14: Parking V velocities – ARGO data from 1997 to 2007
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 Map 15: Parking V velocity – HYCOM data from 2004 to 2006
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Map 16: Parking TEMPERATURE – ARGO data from 2004 to 2007
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Map 17: Parking TEMPERATURE – HYCOM data from 2004 to 2006
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Map 18: Parking SALINITY – ARGO data from 2004 to 2007
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Map 19: Parking SALINITY – HYCOM data from 2004 to 2006

Map 20: Salinity and temperature difference map – ARGO-HYCOM from 2004 to 2007



Map 21: Seasonal Temperature difference map – ARGO-HYCOM from 2004 to 2006


Map comparison

We can see that fronts and the main features of the global ocean circulation are well reproduced in all the maps ARGO and HYCOM in terms of temperature, salinity and velocity for surface and parking pressure (at -1000m) (See Map 1 to Map 21).

The main features include:
· the separation of the Gulf Stream in the surface temperature map
· the influence of the Mediterranean Sea in salinity 1000m depth map
· the southern pole belt current for all velocity map

· the equatorial current in the surface u velocity

Furthermore the only differences are punctual and very localized. We can see some holes in the ARGO maps. It can be explained by the fact that there is missing values in some areas. I tried to avoid this making a global quality control but we can see some recurrent problems in ARGO map. To conclude on this crude visualization we can say that these results show some important similarity in ARGO data and HYCOM model.
Difference maps

1°/ 2004 to 2007: Only the difference maps between ARGO and HYCOM 4 year average (Map 4 to Map 20) have been done for salinity and temperature. Indeed the same time period for the velocities was not available for HYCOM and ARGO thus the difference will be not very relevant.


But the results for salinity and temperature confirm the previous results. The differences are small and localized showing that there is no cold or warm bias in HYCOM. This proves that the model is close to observations.

The only tendency we can see is that HYCOM is underestimating the southern pole ocean temperatures and the T/S properties of the Mediterranean outflow. This last result is in agreement with the current work of Dr. Bozec at COAPS (personal communication, 2007).


2°/ Seasonal differences: The difference maps of the season temperature average from 2004 to 2007 show some larger cold or warm anomalies (Map 22). In winter HYCOM is colder than ARGO in the northern Atlantic and in summer HYCOM gives warmer temperatures than ARGO. On a seasonal time scale, HYCOM seems to have more variability than ARGO: colder and warmer events have a tendency to occur more often. At the southern pole, the lack of data is still a recurrent problem and nothing can be inferred on that peculiar region.
5.3.2/ Map of correlation coefficient
A further study is needed in order to seek how HYCOM and ARGO are linked. The use of map correlation coefficient will give us a better insight on how these 2 systems evolve together. The idea is to use daily information we extract and then compute the correlation between the HYCOM and the ARGO’s observations. 
For this, I have daily values for HYCOM and for ARGO too. Averages of the last four years are calculated. For simplicity, below is a glossary of the variables used in these calculations:
s (i,j) = mean temperature of HYCOM salinity
s (i,j) = mean temperature of ARGO salinity

sp (i,j) = HYCOM temperature value of p week, i latitude and j longitude

s p (i,j) = ARGO temperature value of p week, i latitude and j longitude
t (i,j) = mean temperature of HYCOM temperature
t (i,j) = mean temperature of ARGO temperature

tp (i,j) = HYCOM temperature value of p week, i latitude and j longitude

t p (i,j) = ARGO temperature value of p week, i latitude and j longitude
u (i,j) = mean temperature of HYCOM u velocity
u (i,j) = mean temperature of ARGO u velocity

up (i,j) = HYCOM temperature value of p week, i latitude and j longitude

up (i,j) = ARGO temperature value of p week, i latitude and j longitude
v (i,j) = mean temperature of HYCOM v velocity
v (i,j) = mean temperature of ARGO v velocity
vp (i,j) = HYCOM temperature value of p week, i latitude and j longitude

vp (i,j) = ARGO temperature value of p week, i latitude and j longitude
The i represents the considered longitude on a 3° grid. Here, i = 1 to 60

  
       j represents the considered latitude on a 3° grid. Here, j = 1 to 120
       p represent the number of weeks. Here, p = 1 to 520

This example only shows the calculation for the temperature variable.
The first part of the work is to save the differences between monthly temperature values and the 4 year monthly mean value (January of 2004 minus mean value of all January from 2004 to 2007) (Annex 6, Figure 25 to Figure 28). These values are saved as follow:
t’p(i,j) = tp(i,j) – t(i,j)

HYCOM
t”p(i,j) = t p(i,j) – t(i,j)
ARGO
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Figure 25: Schematic of correlation (month average)
We obtain about 40 values of temperature, salinity and velocity for each grid point representing all monthly data:
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Figure 26: Schematic of correlation (monthly data)

Next we want to see the correlation between HYCOM and ARGO ones. The method is a simple linear regression on the 40 values (representing the sum of all month) applied to all grid point. We want to find for each grid point (i,j) an α that satisfies:

( t’1, t’2, … ,t’520 )(I,j) = α(I,j) * ( t”1, t”2, … ,t”520 )(I,j) + β(I,j)  * ( 1,1, … ,1 )

The schematic of the method is shown in Figure 27-28.

[image: image44]
Figure 27: Schematic of correlation (linear regression)
The result is a 60x120 matrix of correlation coefficients. So we are able to plot a 3° bin map of correlation between HYCOM and ARGO. This method involves a longer time scale and thus has a more statistical significance (Annex 7):
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Figure 28: Correlation grid
Figure 29 shows the three ideal cases.

 
When α=1, HYCOM and ARGO are perfectly correlated.

When α=0, HYCOM and ARGO are not correlated at all.


When α=-1, HYCOM and ARGO are perfectly anti-correlated.
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Figure 29: Linear regression

5.3.3/ Results
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Map 22:  linear regression coefficient. Correlation of temperature fluctuation between ARGO & HYCOM 
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Map 23:  linear regression coefficient. Represents how temperature are similar, if equals to 0 then they perfectly match.
 linear regression coefficient

Map 22 represents the slope of the linear regression, so the differences between HYCOM and ARGO variations. In some areas, the regression coefficient is negative and show that when HYCOM temperatures increase, ARGO’s temperature decrease, they are out of phase. These areas of negative correlations are localized due to the lack of data in some place. We also know that these fluctuations around the mean are small compare to the overall temperature and can be considered as noise. While these variations are anti-correlated in some place, in some places ARGO and HYCOM are in a well agreement (South Pacific). Furthermore, the regression coefficient  will show that ARGO and HYCOM temperatures are similar.

 linear regression coefficient

Map 23 represents the intersect of the linear regression, i.e. the relationship between the mean temperature of HYCOM and ARGO. This coefficient is close to zero everywhere except at the two problematic areas (ACC and northern pole). That confirms the first results obtained in the first average maps (Map 1 to Map 21). HYCOM output and ARGO data have only punctual differences which can be explained by approximations made by the HYCOM model and also the ARGO float’s system (lack of data, calibration of instruments, method of measurements, etc.).
VI/ Discussion & Conclusion


In this study we have evaluated HYCOM with the ARGO observational dataset. The comparison of the temperature, salinity and velocity fields has shown that HYCOM gives a very good approximation of the ocean state and circulation. However, the analysis of some correlation maps between ARGO and HYCOM, shows that HYCOM has difficulties to reproduce fast variations while it is able to catch this variability on longer time scale. Both ARGO and HYCOM have drawbacks since ARGO has a lack of data in some regions for example and HYCOM some physical approximations made.
          So it would be interesting to pursue this study one other characteristics, but also by focusing on a particular area and using satellite data to compare them to the ARGO ones, to conduct a study of small variations that change weekly and monthly. This work have begun with the study of SLT Emmanuel Tournier, so it will be possible to compare ARGO data with the satellite ones he has used.
Appendices
Annex 1 - Extracting ARGO data (Shell)
%Script to extract data from the ARGO website 

#!/bin/csh

%Initialize the variables

setenv DI /pacific/lncarril/2004/

setenv Y 2004

setenv M 01

   while ($M <= 12 ) 

     set mois1=`expr $M + 1`

     echo 'Fichier NetCDf Mois :' $M

     setenv M1 `echo $mois1 | awk '{printf("%02d", $1)}'`

     set J=01

     while ($J <= 31 ) 

        set jour1=`expr $J + 1`

        echo 'Fichier NetCDf Jour :' $J

        setenv J1 `echo $jour1 | awk '{printf("%02d", $1)}'`

%Extract only the data we will use

    ncks -v LONG,LAT,PRES,PSAL,TEMP ${DI}${Y}${M}${J}_prof.nc   

    archv_${Y}${M}${J}_prof.nc

    set J=$J1

      end

      set M=$M1

   end
Annex 2 – Plotting ARGO data (MATLAB)
% Program to read the .dat output

% 1st step surface

path(path,’/usr/local/matlab5/toolbox/netcdf’);

addpath /Net/Movies0/ddmitry/MyMatlab

startup

clear, clf, close all;

% Loading data

load MeanVsurf3x3_060227.dat

load topo

long=MeanVsurf3x3_060227(:,1);

lat=MeanVsurf3x3_060227(:,2);

u=MeanVsurf3x3_060227(:,3);

v=MeanVsurf3x3_060227(:,4);

bin=MeanVsurf3x3_060227(:,5);

res=3;

%Creating the 3°X3° gridd

[X,Y]=meshgrid(-180:res:180,-90:res:90);

Z=griddata(long,lat,u,X,Y);

N=360;M=180;

NN=N/res;MM=M/res;

% Putting the land in the good place

topo3=topo(1:res:M,1:res:N);

tmptopo(1:MM,1:NN)=0;

tmptopo(:,1:60)=topo3(:,61:NN);

tmptopo(:,61:NN)=topo3(:,1:60);

tmp=find(tmptopo>0);

tmptopo(tmp)=nan;

tmp=find(tmptopo<0);

tmptopo(tmp)=1;

% Plotting

Vel=Z(1:1:MM,1:1:NN).*tmptopo(1:1:MM,1:1:NN);

figure(1)

daspect([1 1 1]);hold on;

caxis([-20 20]);hold on;axis([0 120 0 60])

pcolor(Vel);shading interp

colormap(jet(length(1:64)));

colorbar

% 2nd step parking pressure

clear, clf, close all;

% Loading data

load MeanVpark3x3_060227.dat

load topo

long=MeanVpark3x3_060227(:,1);

lat=MeanVpark3x3_060227(:,2);

u=MeanVpark3x3_060227(:,3);

v=MeanVpark3x3_060227(:,4);

bin=MeanVpark3x3_060227(:,5);

res=3;

%Creating the 3°X3° gridd

[X,Y]=meshgrid(-180 :res :180,-90 :res :90) ; 

Z=griddata(long,lat,v,X,Y);

N=360 ;M=180 ;

NN=N/res ;MM=M/res ;

% Putting the land in the good place

topo3=topo(1:res:M,1:res:N);

tmptopo(1:MM,1:NN)=0;

tmptopo(:,1:60)=topo3(:,61:NN);

tmptopo(:,61:NN)=topo3(:,1:60);

tmp=find(tmptopo>0);

tmptopo(tmp)=nan;

tmp=find(tmptopo<0);

tmptopo(tmp)=1;

% Plotting

Vel=Z(1:1:MM,1:1:NN).*tmptopo(1:1:MM,1:1:NN);

figure(2)

daspect([1 1 1]);hold on;

caxis([-20 20]);hold on;axis([0 120 0 60])

pcolor(Vel);shading interp

colormap(jet(length(1:64)));

colorbar

Annex 3 - Averaging 4 years of ARGO data (MATLAB)
%Program to make the ARGO temperature average from 2004 to 2007

clear;clf;close all

%Load years data

load ARGO_surf_temp_2004;

T2004=MAPtemp;

load ARGO_surf_temp_2005;

T2005=MAPtemp;

load ARGO_surf_temp_1_2006;

T2006_1=MAPtemp;

load ARGO_surf_temp_2_2006;

T2006_2=MAPtemp;

load ARGO_surf_temp_3_2006;

T2006_3=MAPtemp;

load ARGO_surf_temp_2007;

T2007=MAPtemp;

clear MAPtemp

%Making the average

[M,N]=size(T2004);

T(1:M,1:N)=nan;

for i=1:M

 for j=1:N

    cpt=0;

    if (isnan(T2004(i,j))==0) 

       cpt=cpt+1;

       T(i,j)=T2004(i,j);

    else

       T(i,j)=0;

    end

    if (isnan(T2005(i,j))==0)

       cpt=cpt+1;

       T(i,j)=T(i,j)+T2005(i,j);

    else

       T(i,j)=T(i,j);

    end

    if (isnan(T2006_1(i,j))==0)

      cpt=cpt+1;

      T(i,j)=T(i,j)+T2006_1(i,j);

    else

       T(i,j)=T(i,j);    

    end          

    if (isnan(T2006_2(i,j))==0)

      cpt=cpt+1;

      T(i,j)=T(i,j)+T2006_2(i,j);

    else

       T(i,j)=T(i,j);       

    end

    if (isnan(T2006_3(i,j))==0)

         cpt=cpt+1;

         T(i,j)=T(i,j)+T2006_3(i,j);

    else

       T(i,j)=T(i,j);       

    end

    if (isnan(T2007(i,j))==0)

         cpt=cpt+1;

         T(i,j)=T(i,j)+T2007(i,j);

    else

       T(i,j)=T(i,j);     

   end

    if cpt>0

      ARGO_surf_temp(i,j)=T(i,j)/cpt;

    else

      ARGO_surf_temp(i,j)=nan;

    end

 end

end

save ARGO_surf_temp ARGO_surf_temp

%Plotting the map

daspect([1 1 1]);hold on;

caxis([0 35]);hold on;

axis([0 120 0 60]);

pcolor(ARGO_surf_temp);shading interp;

colormap(jet(length(1:64)));

colorbar;

Annex 4 – Converting a curvilinear grid into a rectilinear one (Shell/FERRET)
% First script .tcsh to call the .jnl one

#!/bin/tcsh

ferret -memsize 1400 -script curv_map.jnl "~/archv.2004_2006_00_2d.nc" 4

% Second script .jnl doing the conversion

% regrid_curv_to_rec_1_deg.jnl

% usage GO regrid_curv_to_rec_1_deg.jnl dset radius
def sym dset = $1

use "$1"

let lonin = LONGITUDE[d=1]

let latin = LATITUDE[d=1]

% Define output grid and a variable on the output grid

% Find the min and max values of the longitude and latitude fields for these limits

def axis/x=0:360:3/modulo/units=degrees xax

def axis/y=-90:90:3/units=degrees yax

let lonlatout = y[gy=yax] + x[gx=xax]

let map = curv_to_rect_map ( lonin,latin,lonlatout,$2)

save/clobber/file=curv_data_2003_2006_3_map.nc map

Annex 5 - Monthly average of temperature and salinity for ARGO data (MATLAB)
% Program to regridd and average ARGO profile

% 1st step is taking only the surface (N_PROF ==1)
%Loadding paths

path(path,’/usr/local/matlab5/toolbox/netcdf’);

addpath /Net/Movies0/ddmitry/MyMatlab;

startup;

clear;close all;

% USR parameter

maxfl=1000000; % max floats

% increment for # of floats

cpt=0;

% resolution

N=120;M=60;

res=3 ;

%Create the 3°X3° gridd

[X,Y]=meshgrid(-180 :res :179,-90 :res :89) ; 

% Loadding topo

load hycom_surf_temp

tmptopo(1 :M,1 :N)=0 ;

tmptopo( :,1 :M)=temp(1 :60,61 :N) ;

tmptopo(:,61:N)=temp(1:60,1:M);

tmp=find(tmptopo<-100);

tmptopo(tmp)=nan;

tmp=find(tmptopo>=-100);

tmptopo(tmp)=1;

% Initialize the final tables

T(1 :maxfl)=0 ; 

S(1 :maxfl)=0 ;

La(1 :maxfl)=0 ;

Lo(1:maxfl)=0;

fi=’’;

% begin loop on files

% dates (1st January 01/01 to 31 December 12/31)

for i=70601:70625

  i;

  ii=int2str(i);

  fi=[‘archv_200’,ii,’_prof.nc’]

% check that file exist (skip the 32 to 99 days 
bviously…)

  if (exist(fi,’file’)==2)

    nc=netcdf(fi,’nowrite’);

    lat=nc{‘LATITUDE’}((;

    lon=nc{‘LONGITUDE’}((;

    pre=nc{‘PRES’}((;

    psal=nc{‘PSAL’}((;

    temp=nc{‘TEMP’}((;     

    for p=1:length(lat)

       if(temp(p,1)>-5&temp(p,1)<39&psal(p,1)>24&psal(p,1)<40&lat(p,1)>=-90&lat(p,1)<=90&lon(p,1)>=-180&lon(p,1)<=180)

          cpt=cpt+1 ;

          T6(cpt)=temp(p,1) ;

          %S4(cpt)=psal(p,1);

          La(cpt)=lat(p,1);

          Lo(cpt)=lon(p,1);

       end

    end         % end loop on floats for each file

  close(nc); % close nc flie for memory purposes

  end           % end test existence of file

end             % end loop on file

% Keep only the dim of the max floats for the year

T6=T6(1 :cpt) ; 

S6=S6(1 :cpt) ;

La=La(1 :cpt) ;

Lo=Lo(1:cpt);

%Gridding T an S value. Linear interpolation with cpt floaters in the ocean

Ztemp6=griddata(Lo,La,T6,X,Y,’linear’) ;

Zsal6=griddata(Lo,La,S6,X,Y,’linear’);

% Plotting

ARGO_salt_surf_2007_6=Zsal6(1:1:M,1:1:N).*tmptopo(1:1:M,1:1:N);

ARGO_temp_surf_2007_6=Ztemp6(1:1:M,1:1:N).*tmptopo(1:1:M,1:1:N);

tmpARGOtemp(1:60,1:120)=0;

tmpARGOtemp(1:60,1:119)=ARGO_temp_surf_2007_6(1:60,2:120);

tmpARGOsalt(1:60,1:120)=0;

tmpARGOsalt(1:60,1:119)=ARGO_salt_surf_2007_6(1:60,2:120);

ARGO_temp_surf_2007_6=tmpARGOtemp;

ARGO_salt_surf_2007_6=tmpARGOsalt;

save ARGO_salt_surf_2007_6 ARGO_salt_surf_2007_6

save ARGO_temp_surf_2007_6 ARGO_temp_surf_2007_6

figure(1)

daspect([1 1 1]);hold on;

caxis([0 35]);hold on;

axis([0 120 0 60]);

pcolor(ARGO_temp_surf_2007_6);shading interp

colormap(jet(length(1:64)));

colorbar

figure(2)

daspect([1 1 1]);hold on;

caxis([31 37]);hold on;axis([0 120 0 60])

pcolor(ARGO_salt_surf_2007_6);shading interp

colormap(jet(length(1:64)));

colorbar
% 2st step is taking only the N_PROF like PRES == 1000m

clear;close all;

% USR parameter

maxfl=1000000; % max floats

pressure=1000;    % in decibars ( 1decibar for 1m depth

% Increment for # of floats

cpt=0 ;

% 3° resolution

N=120 ;M=60 ;

res=3 ;

%Create the 3°X3° gridd

[X,Y]=meshgrid(-180:res:179,-90:res:89); 

% Loading topo

load hycom_park_temp

tmptopo(1:M,1:N)=0;

tmptopo( :,1 :M)=temp(1 :60,61 :N) ;

tmptopo( :,61 :N)=temp(1 :60,1 :M) ;

tmp=find(tmptopo<-100);

tmptopo(tmp)=nan;

tmp=find(tmptopo>=-100);

tmptopo(tmp)=1;

% Initialize the final tables

T(1:maxfl)=0; 

S(1 :maxfl)=0 ;

La(1 :maxfl)=0 ;

Lo(1 :maxfl)=0 ;

fi=’’ ;

% begin loop on files

% dates (1st January 01/01 to 31 December 12/31)

for i=70101:71231

  i;

  ii=int2str(i);

  fi=[‘archv_200’,ii,’_prof.nc’]

% check that file exist (skip the 32 to 99 days 
bviously…)

  if (exist(fi,’file’)==2)

    nc=netcdf(fi,’nowrite’);

    lat=nc{‘LATITUDE’}((;

    lon=nc{‘LONGITUDE’}((;

    pre=nc{‘PRES’}((;

    psal=nc{‘PSAL’}((;

    temp=nc{‘TEMP’}((;   

    for p=1:length(lat)

       ind=max(find(pre(p,(<pressure+1&pre(p,(>pressure-1));

       if (length(ind)>0)

          if(temp(p,ind)>-5&temp(p,ind)<39&psal(p,ind)>30&psal(p,ind)<40&lat(p,1)>=-90&lat(p,1)<=90&lon(p,1)>=-180&lon(p,1)<=180)

            cpt=cpt+1;

            T(cpt)=temp(p,ind);

            S(cpt)=psal(p,ind);

            La(cpt)=lat(p,1) ;

            Lo(cpt)=lon(p,1) ;

          end

       end

    end         % end loop on floats for each file

  close(nc); % close nc flie for memory purposes

  end           % end test existence of file

end             % end loop on file

% keep only the dim of the max floats for the year

T=T(1 :cpt) ; 

S=S(1 :cpt) ;

La=La(1 :cpt) ;

Lo=Lo(1:cpt);

% Gridding T an S value. Linear interpolation with cpt floaters

Ztemp=griddata(Lo,La,T,X,Y,’linear’) ;

Zsal=griddata(Lo,La,S,X,Y,’linear’);

% Plotting map

MAPsal=Zsal(1:1:M,1:1:N).*tmptopo(1:1:M,1:1:N);

MAPtemp=Ztemp(1 :1 :M,1 :1 :N).*tmptopo(1 :1 :M,1 :1 :N) ;

tmpARGOtemp(1 :60,1 :120)=0 ;

tmpARGOtemp(1 :60,1 :119)=MAPtemp(1 :60,2 :120) ;

tmpARGOsalt(1 :60,1 :120)=0 ;

tmpARGOsalt(1 :60,1 :119)=MAPsal(1 :60,2 :120) ;

MAPsal=tmpARGOsalt;

MAPtemp=tmpARGOtemp;

save MAPsal MAPsal

save MAPtemp MAPtemp

figure(1)

daspect([1 1 1]);hold on;

caxis([-5 15]);hold on;

axis([0 120 0 60]);

pcolor(MAPtemp);shading interp

colormap(jet(length(1:64)));

colorbar

figure(2)

daspect([1 1 1]);hold on;

caxis([31 37]);hold on;

axis([0 120 0 60]);

pcolor(MAPsal);shading interp

colormap(jet(length(1:64)));

colorbar

Annex 6 - Monthly average of temperature and salinity for HYCOM (Shell)
%Program to make the HYCOM month temperature average from 2004 to 2007

#!/bin/csh

%Looping to make the average

set I=001

   for I from 001 to 031

     set jour1=`expr $J + 1`

     echo 'Fichier NetCDf Jour :' $J

     setenv J1 `echo $jour1 | awk '{printf("%02d", $1)}'`
%Average function

     ncra hycom_${Y}_${I}.nc hycom_temp_2005_01.nc 

     ncra hycom_${Y}_${I}.nc hycom_salt_2005_01.nc

   end

set DIR=/gfs1/hycom/global/GLBa0.08_analysis_2003_2004/data/

ncra $DIR/archv.2005_0[13-14]_00_3zt.nc test.nc

ncra $DIR/archv.2005_0[13-14]_00_3zs.nc test.nc

Annex 7 - Correlation Map (MATLAB)
% Program to find the correlation map

clear,clf,close all;

%Create two matrix to stock all the monthly data

HY(1:60,1:120,1:40)=0;

ARGO(1:60,1:120,1:40)=0;

%Number  of the month

k=0;

%Loading data for 2004 to 2007
for j=4:6

 jj=int2str(j);

 for i=1:12

   ii=int2str(i);

   load (['/pacific/lncarril/diff_month_hycom/diff_hycom_200',jj,'_',ii]);

   tmp(1:60,1:120)=0;

   nameh=['diff_hycom_200',jj,'_',ii];

   eval(['tmp(1:60,1:3)=',nameh,'(1:60,62:64);']);

   eval(['tmp(1:60,4:59)=',nameh,'(1:60,66:121);']);

   eval(['tmp(1:60,60:120)=',nameh,'(1:60,1:61);']);

   eval([nameh,'=tmp;']);

   clear tmp;

   load(['/pacific/lncarril/diff_month_ARGO/diff_ARGO_200',jj,'_',ii]);

   k=k+1;

   namea=['diff_ARGO_200',jj,'_',ii]

   eval(['HY(:,:,k)=',nameh,';']);

   eval(['ARGO(:,:,k)=',namea,';']);

 end 

end

%Correlation function

%Initialize counters

p=0;cpt=0;

%Create HYCOM & ARGO data vector

tprime(1:40)=0;

that(1:40)=0;

%Looping to have a global map

for m=1:60

  for n=1:120

    for l=1:40

      if (isnan(HY(m,n,l))==0&isnan(ARGO(m,n,l))==0)

        p=p+1;

        tprime(l)=HY(m,n,l);

        that(l)=ARGO(m,n,l);

      end

    end

     cpt=cpt+1;

     A=[ones(40,1),that']; 

     [b,bint,r,rint,stats]=regress(tprime',A,.05);

     cr(m,n)=b(2);  % slope

     cst(m,n)=b(1); % intercept

  end

end

% Put land

load hycom_surf_temp

tmptopo(1:60,1:120)=0;

tmptopo(:,1:60)=temp(1:60,61:120);

tmptopo(:,61:120)=temp(1:60,1:60);

tmp=find(tmptopo<-100);

tmptopo(tmp)=nan;

tmp=find(tmptopo>=-100);

tmptopo(tmp)=1;

crtopo=cr.*tmptopo;

csttopo=cst.*tmptopo;

% Plotting correlation maps

figure(1);caxis([-0.1 0.1]);hold on;pcolor(csttopo);shading interp;colorbar;

figure(2);caxis([-1 1]);hold on;pcolor(crtopo);shading interp;colorbar;

Annex 8 - Converting matlab file to netcdf file (MATLAB)
% Program to convert a .mat file into a .netcdf to regrid it into 3 degree and rectilign

%load hycom average to get the latitude & longitude

fit=['/pacific/lncarril/4year_ave_hycom/archv.2004_2006_00_3zt.nc']

lon=nc_varget(fit,'Longitude',[0 0],[3298 4500]);

lat=nc_varget(fit,'Latitude',[0 0],[3298 4500]);

%Create a vector of months

Month=['Jan';'Fev';'Mar';'Apr';'May';'Jui';'Jul';'Aou';'Sep';'Oct';'Nov';'Dec']

%Load the 4 months data of the year 2007

 for i=1:4

  ret=load([Month(i,:),'2007']);

  diff=ret.([Month(i,:),'2007']);

  % Create netcdf file

  file=['/pacific/lncarril/month_ave_hycom/',Month(i,:),'2007.nc']

  nc_create_empty(file);

  nc_add_dimension(file,'Y',3298);

  nc_add_dimension(file,'X',4500);

  latitude.Name='latitude';

  latitude.Nctype='double';

  latitude.Dimension={'Y','X'};

  longitude.Name='longitude';

  longitude.Nctype='double';

  longitude.Dimension={'Y','X'};

  temperature.Name='temperature';

  temperature.Nctype='double';

  temperature.Dimension={'Y','X'};

  Units.Name='units';

  Units.Value='degree';

  latitude.Attribute=[Units];

  longitude.Attribute=[Units];

  nc_addvar(file,latitude);

  nc_addvar(file,longitude);

  nc_addvar(file,temperature);

  nc_varput(file,'latitude',lat);

  nc_varput(file,'longitude',lon);

  nc_varput(file,'temperature',diff);

 end
Annex 9 – Making correlation differences (MATLAB)
%load hycom average

for i=1:12

   ii=int2str(i);

     load(['/pacific/lncarril/month_season_ave_hycom/hycom_surf_temp_',ii]);

     tmp_new=['T',int2str(j),int2str(i)];

     eval([tmp_new,'=temp;']);

     clear temp;

 end 

% load months

load /pacific/lncarril/month_season_ave_hycom/hycom_temp_surf_2007_1

T71=temp;

clear temp;

load /pacific/lncarril/month_season_ave_hycom/hycom_temp_surf_2007_2

T72=temp;

clear temp;

load /pacific/lncarril/month_season_ave_hycom/hycom_temp_surf_2007_3

T73=temp;

clear temp;

load /pacific/lncarril/month_season_ave_hycom/hycom_temp_surf_2007_4

T74=temp;

clear temp;

for j=4:6

 jj=int2str(j);

 for i=1:12

   ii=int2str(i);

   load(['/pacific/lncarril/month_season_ave_hycom/hycom_temp_surf_200',jj,'_',ii]);

     tmp_new=['T',int2str(j),int2str(i)];

     eval([tmp_new,'=temp;']);

     clear temp;

 end 

end

% Differences

for j=4:6

 jj=int2str(j);

 for i=1:12

   ii=int2str(i);

    (['diff_hycom_200',jj,'_',ii]) = (['T',jj,ii]-[ 'hycom_surf_temp_',ii])

     save (['diff_hycom_200',jj,'_',ii]) (['diff_hycom_200',jj,'_',ii])

     tmp_new=['T',int2str(j),int2str(i)];

     eval([tmp_new,'=temp;']);

     clear temp;

 end 

end
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