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Evaluation of the MISST Sea Surface Temperature satellite product as a potential observational 
dataset for HYCOM hindcast
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Glossary
AVHRR : Advanced Very High Resolution Radiometer
AMSR-E : Advanced Microwave Scanning Radiometer – Earth observing system
COAPS :  Center for Ocean-Atmospheric Prediction Studies
FNMOC : Fleet Numerical Meteorology and Oceanography Center
GOM : Gulf of Mexico

HYCOM : HYbrid Coordinate Ocean Model

IR : InfraRed
L2P : Level 2 Processed

MISST : Multi-Improved Sea Surface Temperature

MODIS : Moderate Resolution Imaging Spectroradiometer
MW : MicroWave 
NCEP : National Center for Environmental Prediction

NCODA : Navy Coupled Ocean Data Assimilation 

NOAA : National Oceanic and Atmospheric Administration
NRT : Near Real Time
NDBC : National Data Buoy center

RSS : Remote Sensing Systems
SST : Sea Surface Temperature
TMI : Tropical rainfall measuring mission Microwave Imager
I/ Introduction
Seventy percent of the Earth's surface is covered by water. The ocean strongly influences our lives through its effects on weather and climate, as a source of food, recreation, mineral resources, transportation, and military advantage.

Indeed, contemporary reason to study the oceans is to better understand global environmental change. Many lines of evidence indicate that human activities on land, such as the burning of fossil fuels, can significantly affect climate via the greenhouse effect. As the oceans are an integral part of the Earth's climate system, understanding the greenhouse effect and other aspects of global environmental change requires that we study the ocean as well as the atmosphere and land.

Furthermore, the economic benefit of seasonal climate prediction, from which operational physical oceanography is a key element, is very large: the World Meteorological Organization estimates, that the economic savings to be of the order of tens of millions of dollars per individual country.
A better knowledge of ocean properties provides a strategic advantage to the military world.

So we can see that ocean influence all the principal interest of the world: economy, defense, safety and politics. This demonstrates the need for oceanographic studies and particularly ocean modeling. That is why I am interested in oceanography. 

II/ Motivation and presentation of the subject

To complete my third year in the French Military Academy of Saint-Cyr, I did an internship at the Center for Ocean-Atmospheric Prediction Studies (COAPS) from September 16th to December 7th 2006. 

COAPS, which is a part of Florida State University, is located in Tallahassee, Florida state capital. The COAPS performs research in air-sea interactions, ocean and coupled air-sea modeling, climate prediction, statistical studies, and predictions of social/economic consequences due to ocean-atmospheric variations. Students in COAPS come from a wide variety of departments including meteorology, mathematics, computer science, and physical oceanography. COAPS is funded by several federal agencies, producing original published papers that advance our understanding of the ocean and the atmosphere.


Improving ocean models is a great part of current physical oceanography research. There is several ways to improve ocean models. The simplest one is to run it and compare it directly to observations for further tuning. Another one is to force the model to tend to some observations: it is called data assimilation. In this study we will only compare direct ocean model output, computed with the latter method to observations.
Sea surface temperature (hereafter, SST) is one of the most important variable related to the global ocean-atmosphere system. It is widely applied as a boundary condition for numerical weather prediction. Currently, the HYbrid Coordinate Ocean Model (henceforth, HYCOM) is using the satellite AVHRR to have the SST input data. As we said in the previous paragraph HYCOM “assimilates” AVHRR.

Recently, a new satellite product has been created to give a more accurate SST. It combines the data from several satellites. The goal of this study is to evaluate this new satellite product, created by the Multi-sensor Improved Sea Surface Temperatures (MISST) project, especially in the Gulf of Mexico (GOM), to know if it could improve HYCOM. The GOM is chosen because it is potentially a source of huge energy for hurricanes. Recently, intense hurricanes occurred in the GOM.

My problematic is : if HYCOM were to assimilate MISST, Can it be improved?

The best method to answer this problematic would be to assimilate MISST in HYCOM and then see which one is better between HYCOM assimilating AVHRR or HYCOM assimilating MISST. We can lead other studies to partially respond to the problematic. I could compare directly MISST dataset and AVH-RR dataset. Then I could conclude which one is better (i.e. closer to the reality). Due to time restrictions of this internship these studies cannot be complete.


Instead I decided to compare MISST dataset with HYCOM output. In order to have a frame of reference for ‘true’ temperatures I decided to use some independent dataset, believed to be closed to the reality. Those data are coming from the National Data Buoy Center (NDBC). My study will focus on the year 2006, mainly because data coming from the new satellite product, MISST, are available just from January 1st 2006 to present (two hurricanes that occurred in 2005 are part of these data).

The plan of my work is the following:
First, I will explain how I could obtain usable data from each dataset or output, that is to say HYCOM, MISST and the buoys data, coming from the National Data Buoy Center (NDBC) website.
Second, I will show some graphs coming from HYCOM or MISST to give an overview of SST distribution over the GOM for each season of the year and do a first qualitative comparison.

Then, I will show some graphs of the SST during a hurricane to look at the differences between HYCOM output and MISST data to see if extreme events are also well reproduced.

Finally, I will present my statistical study about those data or outputs.
III/ Background
III.A/ General oceanography
Ocean currents are divided into two types of flow, according to the force that drives them. There is a mechanical force, mainly wind, and the buoyancy force (change of density). Subsurface currents are density-driven whereas surface currents are mainly driven by the wind. The pattern of wind-driven surface circulation results from the interaction of wind drag, pressure gradients, and the Coriolis force. Each one of them will be discussed separately.
III.A.1/ The wind and ocean circulation


Wind is moving air. As air molecules are dragged across the sea surface in a wind, they collide with water molecules at the ocean’s surface. The energy transfer by frictional drag, if prolonged, raised waves and generates currents. The fact that still water is set in motion by wind implies that momentum associated with the moving air molecules is transmitted to the water molecules, setting them in motion.


You can easily estimate the speed of a current. It will be roughly 3 to 4 percent of the speed of the generating wind, because the transfer of energy from the air to the water is an inefficient process.


So, surface winds blow in a regular pattern (figure 1), in response to (1) differential heating of air across the Earth’s surface and (2) the Coriolis deflection. The net effect of these interactions is zonal wind flow (the movement of air parallel or near-parallel to lines of latitude). This produces the trade winds of the subtropics with their strong easterly component and the westerly of the midlatitudes (figure 2). 

Wind drag by these large-scale wind systems sets ocean water in motion. The westerly produce a belt of water currents that flow to the east in the midlatitudes of both hemispheres. In the low latitudes, the trade winds generate a pair of water currents that move to the west. These currents are deflected by continents, causing them to bend into each other and thus create large current loops called circulation gyres in all of the oceans (figure 3).
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Figure 1: Global wind pattern 1
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Figure 2: Global wind pattern 2
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Figure 3: Global currents
III.A .2/ The Pressure gradient force

A pressure gradient is merely a change of pressure across a horizontal distance. The greater the pressure differential over a given distance, the steeper is the pressure gradients arise as a consequence of horizontal variations in the height of the water surface.

Water that is piled up in a mound creates a zone of high pressure because of an increase in the height of water column (P=ρgh). Water responds by flowing down the pressure gradient. The steeper the pressure gradient, the faster is the flow of water, in the same way that a ball will roll down a steep slope faster than it will down a gentle slope.


Most people imagine that the sea surface when undisturbed by waves is flat. When examine carefully, it reveals a definite topography.  The difference in elevation between the top of the water “hill” and the bottom of water “valley” is about one meter or less. But this subtle sea-surface topography has profound effects on surface circulation.

III.A.3/ The effect of the Coriolis force and friction (Ekman spiral)

The presence of an ambient rotation, due to the earth's spin around its axis, introduces two acceleration terms that we can interpret as forces: the Coriolis force and the centrifugal force. The effect of the Coriolis force on ocean currents is a deflection to the right in the Northern Hemisphere and on the left in the Southern Hemisphere. The centrifugal force is usually neglected with gravity when geophysical flows are considered. 

When topmost water layer sets the underling layer of water in motion through frictional drag, the deeper layer moves to the right of the flow direction of the Coriolis effect. As the current deepens with time, each successively deeper water layer is deflected to the right of the layer immediately above it. The result of this process is a spiraling current (figure 4). The current speed decreases with distance below the sea surface.

This spiraling flow pattern is called the Ekman spiral in honor of the Scandinavian physicist, V. Walfrid Ekman, who first explained the phenomenon.
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Figure 4: Ekman spiral in the northern hemisphere

III.A.4/ The governing equations

There are lots of others forcing which modified the ocean motion like friction, tidal force and river which have also an important role in ocean dynamics. In order to describe the dynamic of a fluid we usually use the Navier-Stokes equation. But in the ocean it is impossible to fully resolve these equations. We need to simplify them by doing some approximations. The full equation in a vector form is (Cushman, 1994):
[image: image2.emf]
Where  (1) is the acceleration of a water parcel 
 (2) the coriolis force

 (3) the pressure gradient term 
 (4) the voluminal forces 
 (5) the viscous forces.
III.B/ About SSTs
III.B.1/ SST Definitions

SST is the water temperature at the surface. In practical terms, the exact meaning of "surface" will vary according to the measurement method used. A satellite infra-red radiometer indirectly measures the temperature of a very thin layer (about 10 micrometers thick) or skin of the ocean (leading to the phrase skin temperature) representing the top millimeter; a thermometer attached to a moored or drifting buoy in the ocean would measure the temperature at a specific depth (e.g. the top 1 meter below the sea surface); the measurements routinely made from ships are often from the engine water intakes and may be at various depths in the upper 20 m of the ocean. Note that the depth of measurement in this case will vary with the cargo aboard the vessel.

Next I will present the different definitions of the SSTs according to the medspiration website.
The thermal structure of the top few meters below the sea surface is quite complex (Figure 5). Because of this, different methods for measuring SST may record different values. This has important consequences for the accuracy and the calibration of satellite SST datasets.
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Figure 5 : Schematic diagram showing (a) idealized night-time vertical temperature deviations from SSTfnd and (b) idealized day-time vertical temperature deviations from SSTfnd in the upper ocean. Although the distinctions between the different definitions of SST may seem arcane, they are very significant when uncertainties of temperature measurement less than 0.3°C are being sought.

SSTint is the hypothetical concept of the temperature of the interfacial layer of water and air molecules at the sea surface.

SSTskin is defined as the radiometric temperature of the surface measured by an infrared radiometer operating in the 10 - 12 µm waveband. Physically it represents the temperature of the water at a depth of approximately 10 - 20 µm.


SSTsubskin represents the temperature at the base of the thermal skin layer. The thermal skin layer is a region less than 1 mm deep in which the convective exchange of heat by turbulent mixing is inhibited by the proximity of the sea surface, so that the net outward flow of heat through the surface creates a steep reduction of temperature towards the surface. Below the skin layer, turbulent processes ensure that the temperature is nearly uniform over a depth of at least a few centimeters. In practice SSTsubskin is assumed to be approximately equal to the radiometric temperature measured by a microwave radiometer operating in the 6-11 GHz frequency band, although the relationship is not exact or fully known.

SSTdepth is the generic term used to represent the temperature measured by a contact thermometer within the upper few meters of the water column and generally referred to as the 'bulk' SST. If the water column below the skin layer is uniform (typically the case at night and when wind mixing is strong) then SSTdepth is the same as SSTsubskin, irrespective of the actual depth of the measurement (see Figure 1a). However, when daytime solar shortwave radiation penetrates to heat the water below the skin layer, and if wind mixing is weak, stable stratification develops in the upper few meters of the water column, in which the temperature increases towards the sea surface (apart from the cool skin layer which lies right at the surface - Figure 1b). This phenomenon is called a diurnal thermocline. When it occurs a measurement of SSTdepth, made from a buoy or ship-mounted thermometer which does not precisely specify the sampling depth, is of limited value. A diurnal thermocline almost always collapses to a uniform temperature some time after sunset when surface cooling removes the excess heat. Under calm conditions, however, it may take several hours for the diurnal thermocline to decay entirely.


SSTfnd is defined as the temperature at the base of the diurnal thermocline. It is so named because it represents the foundation temperature on which the diurnal thermocline develops during the day. SSTfnd changes only gradually along with the upper layer of the ocean, and by definition it is independent of skin SST fluctuations due to wind- and radiation-dependent diurnal stratification or skin layer response. It is therefore updated at intervals of 24 hrs. SSTfnd corresponds to the temperature of the upper mixed layer which is the part of the ocean represented by the top-most layer of grid cells in most numerical ocean models. It is never observed directly by satellites, but it comes closest to being detected by a microwave radiometer which penetrates the skin, at dawn when the previous day's diurnal stratification can be assumed to have decayed and SSTsubskin, SSTdepth and SSTfnd are equal.

In this study, I use different sort of SSTs:

SSTfnd is the SST given by HYCOM. In the data, I can have the temperature of the upper mixed layer.

SSTskin is the temperature given by the satellite AVHRR, that use HYCOM. It is also the temperature given by MODIS, the IR satellite used to have the final MISST SST product.

SSTsubskin is the temperature given by the satellites AMSR-E and TMI, two MW satellites used to have the final MISST SST product.

SSTdepth is the temperature given by the NDBC buoys, at the depth of one meter below the surface.
III.B.2/ Diurnal Variability of SST

As outlined in the SST definitions section, SST can vary dramatically depending on the instrument used, the depth it is measured at, and the time of day (diurnal variability).

During calm conditions, shortwave radiation from direct insolation can penetrate the sea surface and heat the upper layer of water by as much as 5K. Once the source of heating is removed (i.e. the sun goes down) the upper layer loses heat, convective overturning starts, and the stratification built up during the day is rapidly eroded. Daytime measurements may not accurately represent the upper mixed layer temperature, depending on the strength of the diurnal stratification.

A single satellite may always observe a part of the ocean at the same time of day, and so not be able to extract the diurnally variable part of the SST measurement. In situ measurements, depending on their depth, may not detect some of the diurnal stratification. It is therefore important to sample SST often enough to accurately resolve diurnal variability. 
III.B.3/ In situ measurement

Historically, measurements of SST have been made in situ, from ships and buoys, and these data form a record of SST since 1871. Collecting data using instruments that are at the sea surface is a vital part of measuring SST. In-situ SST measurements are made by a wide variety of buoys, floats, research ships, and ships-of-opportunity. These instruments can sample at high frequency, and with high accuracy, but do not have the wide spatial coverage of satellite sensors. Such in situ observations suffer from two main drawbacks. The first is that they offer very limited spatial coverage, with very scant data across the Southern Oceans, for example. Secondly, there may be considerable variation in measurement error from one observation to the next, depending on the methods employed. The primary function of making measurements in this way is the calibration and validation of satellite data. In this study, I use buoys measurement as an independent dataset to compare model output and satellite data. However, it is also important to make measurements when satellites cannot see the sea surface (for example, when it is cloudy) to eliminate any biases that may arise. 
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Accurate measurement of the sea surface temperature (SST) is essential for climate monitoring, and for use in climate research: SST provides the lower boundary forcing for atmospheric circulation models. Figure 6  shows  SST averaged over  March 2005.
Figure 6 : world SST averaged over March 2005 provided by the satellite ESA


The earliest technique for measuring SST was dipping a thermometer into a bucket of water manually drawn from the sea surface. The first automated technique for determining SST was accomplished by measuring the temperature of water in the intake port of large ships. This measurement is not always consistent; however, as the depth of the water intake as well as exactly where the temperature is taken can vary from vessel to vessel. Probably the most exact and repeatable measurements come from fixed buoys where the depth of water temperature measurement is approximately 1 meter. Many different drifting buoys exist around the world which vary in design and the location of reliable temperature sensors varies. Furthermore, once deployed, it is very difficult to obtain information that reliably monitors the temperature sensor calibration. These measurements are sometimes beamed to satellites for automated and immediate data distribution. A large network of coastal buoys in U.S. waters is maintained by the National Data Buoy Center (NDBC), the database that I use in my study. Since about 1990, there has also been an extensive array of moored buoys maintained across the equatorial Pacific Ocean designed to help monitor and predict the El Niño phenomenon. However, much more data is required for SST studies than El Niño studies and only a fraction of the data set required by numerical weather prediction and ocean forecasting models for SST is available from buoys. Only satellite SST data sets can provide this information.
III.B.4/ From space measurement

The satellite measured SST provides both a synoptic view of the ocean and a high frequency of repeat views, allowing the examination of basin-wide upper ocean dynamics not possible with ships or buoys. For example, a ship traveling at 10 knots (20 km/h) would require 10 years to cover the same area a satellite covers in two minutes. The Global Ocean Data Assimilation Project (GHRSST-PP) see provides operational access to nearly all satellite SST data sets in a common format and within 6 hours of acquisition by the satellite instrument.
There are two types of sensor used to measure SST from space, infra-red radiometers and microwave radiometers.
Infrared radiometers

Infra-red sensors (operating in the wavebands 10 to 12.5 and 3.5 to 3.9 microns) cannot penetrate cloud, but in cloud-free conditions they can resolve in fine spatial detail down to length scales of about 1 km. 
Microwave radiometers

Microwave sensors (operating in the frequency band 6 to 11 GHz) are less affected by the atmosphere apart from heavy rain. They can therefore penetrate cloud, but their spatial resolution is presently no better than about 50 km. 

Polar orbiting satellites

The orbits of these satellites carries them within a few degrees of the Earth's poles, and they complete around 15 orbits a day (approximately one every 100 minutes). The satellite measures a swath of the earth's surface below it as it travels. Due to the relatively low orbit of these satellites, data is usually of high spatial resolution.

However, the temporal resolution of these satellites is dependent on their orbit and sensor characteristics. Satellites such as Envisat have a 35 day repeat cycle - the time taken to re-visit the same spot above the earth's surface. The time taken to make a repeat measurement at a point on the earth's surface may be significantly reduced if the instrument has a wide swath width, or the point is at high latitude, where the orbit tracks are closer together. 

Geostationary satellites

The Orbit of Geostationary satellites is much higher - around 24,000 km. The satellite is positioned directly above the equator, and its speed is precisely matched the speed of rotation of the Earth. The result is that the satellite stays in the same location relative to the earth's surface. The satellite can continuously monitor a large area, and a few well placed satellites can cover a large part of the earth's surface. The major disadvantages are that higher latitudes are not well observed, and the higher orbit leads to lower spatial resolution. 


Since the 1980s satellites have been increasingly utilized to measure SST and have provided an enormous leap in our ability to view the spatial and temporal variation in SST. Satellite measurements of SST are far more consistent and, in some cases, accurate than the in situ temperature measurements. The satellite measurement is made by sensing the ocean radiation in two or more wavelengths in the infrared part of the electromagnetic spectrum which can then be empirically related to SST. These wavelengths are chosen because they are within the peak of the blackbody radiation expected from the earth and able to transmit well through the atmosphere. However, there are several difficulties with satellite based absolute SST measurements. First, because all the radiation emanates from the top "skin" of the ocean, approximately the top 0.01 mm or less, it may not represent the bulk temperature of the upper meter of ocean due primarily to effects of solar surface heating in the daytime, and back radiation and sensible heat loss at night as well as from the effects of surface evaporation. This makes it difficult to compare to measurements from buoys or shipboard methods, complicating ground truth efforts. Secondly, the satellite cannot look through clouds, creating a "fair weather bias" in the long term trends of SST. Nonetheless, these difficulties are small compared to the benefits in understanding gained from satellite SST estimates.

As an aside, away from the immediate sea surface, general temperature measurements are accompanied by a reference to the specific depth of measurement (e.g. SST1m refers to an SST measurement made at a depth of 1m). This is because of significant differences encountered between measurements made at different depths, especially during the daytime when low wind speed and high sunshine conditions may lead to the formation of a warm layer at the ocean's surface and strong vertical temperature gradients (a diurnal themocline).
III.C/ The satellite AVHRR 
III.C.1/ AVHRR overview
The Advanced Very High Resolution Radiometer (AVHRR) is an infrared satellite, providing four- to six-band multispectral data from the NOAA polar-orbiting satellite series. There is fairly continuous global coverage since June 1979, with morning and afternoon acquisitions available. The resolution is 1.1 kilometer.
The following information came from the website : http://www.sat.dundee.ac.uk

The AVHRR five channel scanning radiometer with 1.1-km resolution is sensitive in the visible and near-infrared, and the infrared 'window' regions. This instrument will be carried through NOAA-J (14); NOAA-K, L and M (15, 16, and 17) and will have a similar instrument with six channels and other improvements. AVHRR data are broadcast for reception by ground stations and also tape-recorded onboard the spacecraft for readout at the Fairbanks and Wallops Command Data Acquisition stations. These data can be recorded in 1.1-km resolution (the basic resolution of the AVHRR instrument) or at 4 km resolution; the swath width is >2600 km. The stored high resolution (1.1-km) imagery is known as Local Area Coverage (LAC). Owing to the large number of data bits, only about 11+ minutes of LAC can be accommodated on a single recorder. In contrast, 115 minutes of the lower resolution (4-km) imagery, called Global Area Coverage (GAC), can be stored on a recorder, enough to cover an entire 102 minute orbit of data. 

The AVHRR has flown on the following U.S. civilian meteorological satellites: TIROS-N; NOAA-6 through NOAA-14, inclusive. 

NOAA-K, L and M (NOAA-15 onwards) carry an enhanced version of the AVHRR scanner. It has six channels (three visible and three infra-red) but, for compatibility at receiving stations, only five are transmitted (figure 7). Channel 3 is the visible channel during the daytime and the infra-red channel at nighttime, although sometimes it is infra-red during the day too for fire detection. Additionally, the visible channels have been modified with a dual slope for calibration to give greater sensitivity at low light levels. 
	Channel
	Wavelength
(microns)
	Primary Use

	1
	0.58 - 0.68
	Daytime cloud/surface mapping

	2
	0.725 - 1.10
	Surface water delineation, ice and snow melt

	3A
	1.58 - 1.64
	Snow / ice discrimination (NOAA K,L,M)

	3 (or 3B)
	3.55 - 3.93
	Sea surface temperature, nighttime cloud mapping

	4
	10.30 - 11.30
	Sea surface temperature, day and night cloud mapping

	5
	11.50 - 12.50
	Sea surface temperature, day and night cloud mapping


Figure 7 : different channels existing in AVHRR and utility of each one
III.C.1/ AVHRR used by MISST


Information from the annual report about MISST for year 2006.

NOAA-17 and NOAA-18 Advanced Very High Resolution Radiometer (AVHRR) orbital SSTs are provided in NRT NetCDF format by the Naval Oceanographic Office. This includes global 8.8 km and regional 2.2km SST orbital products. These datasets are available from http://ghrsst.jpl.nasa.govNOAA.gov. All SST retrievals include a bias and root-mean-square (RMS) error estimate that is updated daily from our SST match up database (MDB) and an aerosol optical depth estimate obtained from the Navy Aerosol Analysis and Prediction System (NAAPS) forecast fields.

III.D/ The project MISST

MISST (Multi-sensor Improved Sea Surface Temperatures) is a project with two main goals. The first one is to produce an improved, high-resolution, global, near-real-time (NRT), sea surface temperature analysis through the combination of satellite observations from complementary infrared (IR) and microwave (MW) sensors. The second one is to demonstrate the impact of these improved sea surface temperatures (SSTs) on operational ocean models, numerical weather prediction, and tropical cyclone intensity forecasting.
My study concerns the second goal but is using some results of the first goal.


The annual report of year 2006 presents an overview of the project:
“SST is one of the most important variables related to the global ocean-atmosphere system. It is a key indicator for climate change and is widely applied to studies of upper ocean processes, to air-sea heat exchange, and as a boundary condition for numerical weather prediction. The importance of SST to accurate weather forecasting of both severe events and daily weather has been increasingly recognized over the past several years. Despite the importance and wide usage of operational SST analyses, significant weaknesses remain in the existing operational products.

The improved sensors on the Terra, Aqua, and EnviSAT-1 satellites, in conjunction with previously existing sensors on several other US Navy, NASA, and NOAA satellites, provide the opportunity for notable advances in SST measurement. In addition to more frequent coverage for increased temporal resolution, these sensors permit the combination of highly complementary IR and MW retrievals. While clouds, aerosols, and atmospheric water vapor affect IR retrievals, these phenomena have little impact on MW retrievals. Characteristically, IR SST provides high spatial resolution (~1 km at nadir) but poorer coverage with the presence of clouds. Although having a reduced resolution (~25 km grid), MW SST provide >90% coverage of the global ocean each day. These factors have motivated interest in the development of merged IR and MW SST products to leverage the positive characteristics of each sensor type. Merging multiple SST sensors into a single analysis will result in enhanced reliability, availability, and accuracy.”

The goals of this project are:

“Close collaboration and the international coordinated exchange of SST products with error statistics with operational agencies will optimize utility of these new data streams by US and international operational agencies. Innovative techniques to blend these complementary data will be applied in operational frameworks at NOAA and Navy. This project will make a direct US contribution to the Global Ocean Data Assimilation Experiment (GODAE) by working within the GODAE High-Resolution SST Pilot Project (GHRSST-PP), initiated by the international GODAE steering team, to coordinate the production of a new generation high-resolution SST. By contributing to the GHRSST-PP this team will minimize duplication of efforts, harmonize research and development activities, and maximize data access.

This effort will ensure that US scientists and operational activities remain at the forefront of the international ocean and weather forecasting activities and are provided with state-of-the-art SST data products and analyses.
Finally the objectives of the project are:
To produce multi-sensor improved SSTs and successfully assess the impact of these products, five clear project objectives have been identified:

1) Computation of sensor-specific observational error characteristics is required for optimal application and data fusion techniques.

2) Parameterization of IR and MW retrieval differences, with consideration of diurnal warming of the ocean surface and cool-skin effects at the air-sea interface is required for multi-sensor blending and production of both skin and bulk analyses.

3) Production and dissemination of Level 2 Processed (L2P) sensor-specific SST products with associated retrieval bias error, standard deviation (STD), and diurnal warming estimates to the application user community.

4) Production and dissemination of improved multi-sensor high-resolution skin and bulk SST analyses to demonstrate and optimize utility in operational applications.

5) Targeted impact assessment of the SST analyses on hurricane intensity forecasting, numerical data assimilation by ocean models (both national and within GODAE), numerical weather prediction, and operational ocean forecast models.”
MISST’s website “http://misst.org” provides several SST products (Figure 8).
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Figure 8 : SST products available on MISST website

I decided to study only the fourth one using MODIS (Figure 8). The reasons of this choice are that this product combines IR and MW, his accuracy is quite good (the best concerning all the products) and the data are available from the beginning of 2006 to present. It also provides data for the two time period when the two hurricanes, RITA and KATRINA, occurred.

The next part addresses the technical description of the different satellites sensors used in this study.
III.D.1/ The IR satellite used by MISST : MODIS
Moderate Resolution Imaging Spectroradiometer (MODIS) SSTs are currently available in L2P format. SST fields derived from MODIS Aqua and Terra sensors are being processed by the Goddard Ocean Biology Processing Group (OBPG) in NRT using retrieval algorithms and error estimates provided by the University of Miami/RSMAS. Available fields include global 1km daytime and nighttime 11 μm and nighttime 4 μm based SST together with the associated DT analysis and Single Sensor Error Statistics (SSES) bias and standard deviation. The files are sent to the Jet Propulsion Laboratory (JPL) Global Data Archive Center (GDAC) where they are converted into L2P and ancillary data, including ice mask and distance to clouds, are added as needed. JPL delivers the data files to Monterey, and provides a 30 day rolling archive of the MODIS L2P files.

III.D.1/ The two MW satellites used by MISST : TMI and AMSR-E
Tropical rainfall measuring mission Microwave Imager (TMI) and the Advanced Microwave Scanning Radiometer – Earth observing system (AMSR-E) orbital SSTs are being provided in near real time (NRT) level 2 processed (L2P) format, with associated Master Metadata Repository (MMR) files by Remote Sensing Systems (RSS). The orbital L2P files contain time, location, MW SST, wind speed, SST bias estimate, SST error estimate, amplitude of diurnal warming, cool skin, rejection flag, and confidence flags. The daily gridded L2P files contain ascending and descending maps of observation time, MW SST, wind speed, SST bias estimate, SST error estimate, amplitude of diurnal warming, cool skin, rejection flag, and confidence flags. Data can be accessed in both netCDF and binary formats at www.misst.org. AMSR-E SSTs have recently changed from version 4 to version 5 and all L2P data were reprocessed. Version 5 AMSR-E data changed in the following manner:

• The rain algorithm was changed, this will affect SSTs by changing where pixels are masked as rain contaminated.

• Geolocation was improved. Errors have been reduced from 5-10 km to 1-3 km.

• Corrected moon contamination in the AMSR-E cold mirror

• The filename has changed to indicate v05

• Data will be timelier as we have switched data sources and changed to forecast fields for a NRT product. Data are reprocessed into a final format once the regular National Center for Environmental Prediction (NCEP) analysis is available. Files with “RT” in the filename will begin showing up on the MISST website. They will be deleted and replaced by files without RT as the regular processing is completed.

TMI data recently changed from version 3 to version 4. All data was reprocessed to the new version which changed in the following manner:

• The rain algorithm was changed, this will affect SSTs by changing where pixels are masked as rain contaminated.

• New hot load multipliers provide continuity in the MW radiometer data time series

• Minor changes to the SST and wind algorithms

• Updated correction for the emissive antenna problem

The major updates and changes to the L2P processing in the last year have been the addition of gridded products, the addition of a cool skin estimate to the L2P data, and the complete reprocessing of the dataset to provide a continuous data ideal for the planned re-analysis activities.
III.D.1/ MODIS + TMI + AMSR-E : a MISST IR and MW blend satellite SST product
The RSS analysis is continually updated and reprocessed as new data become available. Three microwave L4 analyses are available from www.remss.com. One analysis contains only TMI SSTs, another contains only AMSR-E SSTs, and the final analysis blends the two SSTs. The TMI OI SSTs are available (latitudes 40S-40N) from January 1998 to the present, AMSR-E OI SSTs are available globally from June 2002 to the present, and the combined global OI TMI+AMSR-E SSTs are available from June 2002 to the present. Data are available in binary files with a 0.25 x 0.25 degree grid (1440 x 720) of single byte values representing SST for a given day. Interim products ("rt") are updated several times per day until the data become final ("v02").

Data are blended using OI, which requires estimates of retrieval error. MW SST retrieval errors are mainly a function of wind speed and SST. These errors are added in a root-sum-squared sense to the daily standard deviation (STD) derived from buoy collocations to obtain a total retrieval error. The daily STD and bias are calculated using collocations with NRT GTS in situ observations. A collocation is made only if there is a satellite observation within 25 km and 6 hours. Collocations within 200 km of land are excluded as these are typically in regions with highly variable (both temporally and spatially) currents. Collocations between 12 Noon and 4 PM (local time) with wind speeds less than 6 ms-1 are also excluded. The remaining collocations provide daily mean bias and standard deviations for both TMI and AMSR-E SSTs and are available in NRT from www.remss.com. A correction to the TMI measurements for an error resulting from the antenna coating is applied before TMI data are included in the OI analysis. Before blending the data from TMI and AMSR-E, diurnal warming is estimated using the Gentemann et al. (2003) model (see 3.1.3 above). Using this diurnal model, all MW SSTs are 'normalized' to a daily minimum SST, defined to occur at approximately 8 AM, local time.

Validation of the MW OI SSTs has mainly been through comparisons to Reynolds SSTs. A statistical validation has been lead to compare several satellites products (figure 9).
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Figure 9 : comparison between MW OI SST, TMI, AMSR-E and TMI+AMSR-E
The larger STD when latitudes greater than 40° are included is due to the presence of more dynamic SST features at higher latitudes, such as the western boundary currents (Brazil/Malvinas, Atlantic Gulf Stream, Kuroshio/Oyashio) and the Antarctic circumpolar current. These features are ‘smoothed’ out in the Reynolds analysis.

A separate L4 analysis that blends MW and IR SSTs is under development and data along with read routines are available www.misst.org and browse imagery at http://www.remss.com/sst/sst_data_daily.html?sat=mw_ir. This L4 blends TMI, AMSR-E, and Goddard Aqua MODIS SSTs at 10 km resolution. The MW SSTs are processed similarly to the MW only OI analysis described above. Aqua MODIS data has no time of observation or error information. An instrument simulator developed at RSS along with nadir track information from RSMAS is used to estimate time of observation for retrievals. The MW and IR SSTs have different regional biases which would result in errors in the OI analysis. A running ten day, 100 km, smoothed mean difference (MODIS minus AMSR-E) is calculated and subtracted from MODIS SSTs to remove regional differences. The regional differences are due to error in both the MW and IR SST algorithms, removing this regional difference from MODIS simply sets the regional error in MODIS to that of AMSR-E. Finally, all data have an estimate of diurnal warming removed to form the foundation SST. Several methodologies for calculation of diurnal warming in MODIS were explored. Simultaneous wind speeds for most MODIS SST retrievals are available from AMSR-E. Unfortunately, the AMSR-E swath is narrower than MODIS and AMSR-E is unable to retrieve with speed near land. For MODIS SST retrievals where AMSR-E wind speed is unavailable it was found that using NCEP wind speeds resulted in significant differences in wind speeds near swath edges and near land. It was found to that using nearby AMSR-E retrievals (weighting any retrieval within 2.5°) to be a better methodology. If MODIS SSTs had no AMSR-E wind retrieval within 2.5° then NCEP winds were used.

Although this data appears to be a significant improvement in resolution from the 25 km MW OI SSTs, noticeable errors due to undetected clouds occasionally are seen. It is expected with the new L2P MODIS SSTs that many of these issues will be resolved. The product uses an experimental high-resolution ice mask. Development of this product is focusing on removing the cloud contamination, the continued development of a high-resolution ice mask, and adjustment of the TMI sensor errors.

IV.E/ Ocean model
Ocean modeling deals with the discretization of the equations of motion written above. One important issue is to determine the grid which has to be used depending on the area of the

ocean where we want to solve them. There are, at present, within the field of ocean general circulation modeling several classes of numerical models which have achieved a significant level of community management and involvement, including shared community development, regular user interaction, and ready availability of software and documentation via the World Wide Web.
Those different numerical models can be used for large scale studies (global models) as well as small scale studies (high resolution near coastal area), and from few days processing (tides) to centuries (ocean current). Each models use different ways to solve physical processes, which means different approximations but also different numerical schemes. The aims of those models are very wide. Indeed some of this model is used to forecast the climate and some are used to study coastal phenomenon like storm surges or tsunamis. We can sort different models by their respective approaches of spatial discretizations and vertical coordinate treatments.
IV.E.1/ Different class of model
There are three different coordinate types used to discretize the ocean water column (Figure 10). The simplest choice is z-coordinate, which divide the water column in fixed level from the surface (z = 0 of a resting ocean) and z = -H(x,y) corresponding to the bottom topography. Another choice for vertical coordinate is the potential density σ referenced to a given pressure (isopycnal coordinate). This coordinate is a close analog to the atmosphere's entropy or potential temperature. The last one is the σ-coordinate. It is usually defined as:

   



[image: image5.emf]
Where ς(x; y; t) is the displacement of the ocean surface from its resting position z = 0 and

z= -H(x,y) the bottom topography. We can notice that  ς= 0 at the ocean surface and σ = -1

at the bottom; this coordinate is called a terrain following coordinate.

[image: image6.emf]
Figure 10 : Schematic representation of the 3 vertical coordinates (after Grifes et al., 2000)
The development of the first Oceanic General Circulation Model (OGCM) is credited to the Geophysical Fluid Dynamics Laboratory (GFDL) in the late 1960s. It was originally designed to use a z-based vertical coordinate, and to discretize the resulting equations of motion using low-order finite differences. 
During the 1970s, models started utilizing potential density and terrain following coordinates, but they still used low-order finite difference schemes. Today, several examples of isopycnal and σ coordinate’s models exist. For example, the Miami Isopycnic Coordinate Ocean Model (MICOM), created by the University of Miami, uses isopycnal coordinates. The disadvantage of all of these models is that they use a single coordinate type to represent the vertical but no single one can by itself be optimal everywhere in the ocean. This is why many developers have been motivated to pursue research into hybrid approaches, which is the subject of the following subsection.
IV.E.2/ The HYbrid Coordinate Ocean Model (HYCOM)
The HYbrid Coordinate Ocean Model (HYCOM) is the result of collaborative efforts among the University of Miami, the Naval Research Laboratory (NRL) and the Los Alamos National Laboratory (LANL) and combines all the three vertical discretization seen in the previous section (Figure 18).
Traditional vertical coordinate choices [z-level, terrain-following (sigma), isopycnic] are not by themselves optimal everywhere in the ocean, as pointed out by recent model comparison exercises performed in Europe (DYnamics of North Atlantic MOdels - DYNAMO) and in the U.S. (Data Assimilation and Model Evaluation Experiment - DAMEE). 
Ideally, an ocean general circulation model (OGCM) should (a) retain its water mass characteristics for centuries (a characteristic of isopycnic coordinates), (b) have high vertical resolution in the surface mixed layer (a characteristic of z-level coordinates) for proper representation of thermodynamical and biochemical processes, (c) maintain sufficient vertical resolution in unstratified or weakly-stratified regions of the ocean, and (d) have high vertical resolution in coastal regions (a characteristic of terrain-following coordinates). 

The hybrid coordinate is one that is isopycnal in the open, stratified ocean, but smoothly reverts to a terrain-following coordinate in shallow coastal regions, and to z-level coordinates in the mixed layer and/or unstratified seas. 
The hybrid coordinate extends the geographic range of applicability of traditional isopycnic coordinate circulation models (the basis of the present hybrid code), such as the Miami Isopycnic Coordinate Ocean Model (MICOM) and the Navy Layered Ocean Model (NLOM), toward shallow coastal seas and unstratified parts of the world ocean. The theoretical foundation for implementing such a coordinate was set forth in Bleck and Boudra (1981) and Bleck and Benjamin (1993). 
In HYCOM, each coordinate surface is assigned a reference isopycnal. The model continually checks whether or not grid points lie on their reference isopycnals and, if not, tries to move them vertically toward the latter. 
However, the grid points are not allowed to migrate when this would lead to excessive crowding of coordinate surfaces. Thus, in shallow water, vertical grid points are geometrically constrained to remain at a fixed depth while being allowed to join and follow their reference isopycnals over the adjacent deep ocean. 

In the mixed layer, grid points are placed vertically so that a smooth transition of each layer interface from an isopycnic to a constant-depth surface occurs where the interface outcrops into the mixed layer. 
HYCOM therefore behaves like a conventional sigma model in very shallow and/or unstratified oceanic regions, like a z-level coordinate model in the mixed layer or other unstratified regions, and like an isopycnic-coordinate model in stratified regions. In doing so, the model combines the advantages of the different types of coordinates in optimally simulating coastal and open-ocean circulation features. 
The feasibility of the hybrid coordinate approach for handling both deep and shallow regions, throughout the annual heating/cooling cycle, has recently been demonstrated for a North Atlantic basin configuration by the University of Miami modeling group (Halliwell et al., 1998) in collaboration with the modeling group at the Naval Research Lab.
The basin model has performed well both in terms of numerical stability and physical realism in a series of multi-decade simulations. Two vertical cross sections through hybrid model fields, depicting winter and summer conditions respectively, are shown here to illustrate the structure of the hybrid model, the properties of the solutions obtained with it, and the model's handling of seasonal changes in the thermocline, i.e., the point at which the isopycnals become constant depth coordinates. 
Figure 18 shows the stratification of the model ocean along a 500 m deep meridional section in the eastern Atlantic in winter. Features to note are the coincidence of layer interfaces and isopycnals in the stratified interior, the vertical orientation of isopycnals in the mixed layer (a feature dictated by the Kraus-Turner paradigm), and the transition of layer interfaces to constant-depth surfaces near the point where they enter the mixed layer. 
The flattening of the interfaces well below the mixed-layer bottom near 45oN illustrates the point at which the minimum layer-thickness constraint overrides the tendency of a coordinate surface to remain attached to its reference isopycnal. Figure 11 shows conditions along the same meridional section in summer. At this time, the seasonal thermocline extends upwards to within a few tenths of meters of the surface. 
This allows several coordinate surfaces at mid to high latitudes, which in Figure 12 are shown to reside in the mixed layer, to attach themselves to their reference isopycnals. In order to extend the isopycnal coordinate domain upward during the warm season, the minimum layer thickness is allowed to be smaller in summer than in winter.
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Figure 11 : HYCOM vertical section at 25°W in January of year 21. Shaded field: density. Thin solid lines; layer interfaces. Thick line: mixed-layer depth. Depth range: 500 m. Numbers along bottom indicate latitude. Tick marks at the top and bottom indicate horizontal mesh size
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Figure 12 : As in Figure 11, but for July of year 21
The capability of assigning additional coordinate surfaces to the oceanic mixed layer gives us the option of replacing the present slab-type Kraus-Turner mixed layer by a more sophisticated closure scheme, such as K-Profile Parameterization (KPP) (Large et al., 1994, 1997). Development of such a new surface boundary scheme is presently underway. The KPP model is particularly attractive for several reasons. 
It contains improved parameterizations of physical processes in the mixed layer, including non-local effects. It actually calculates the mixing profile from the surface to the bottom of the water column, and thus provides an estimate of diapycnal mixing beneath the mixed layer. It has also been designed to run with relatively low vertical resolution, and is thus substantially more efficient than turbulent closure models. Finally, such a model can simulate the vertical structure of dynamical and thermo dynamical variables along with biochemical constituents. 

The hybridization work is firmly embedded in MICOM development effort carried out at the University of Miami and now also at the Los Alamos National Laboratory. The freedom to adjust the vertical spacing of coordinate surfaces in HYCOM will simplify the numerical implementation of some physical processes (mixed layer detrainment, convective adjustment, sea ice modeling, ...) without robbing the model of the basic and numerically efficient layer architecture that is characteristic of layered models throughout most of the ocean's volume. 
So the optimal distribution is chosen at every time step: isopycnal (density tracking) layers are best in the deep stratified ocean, z-levels (constant fixed depths) are used to provide high vertical resolution near the surface within the mixed layer, and σ-levels (terrain following) is often the best choice in shallow coastal regions.
[image: image9.emf]
Figure 13 : This schematic explain the hybrid coordinate between ρ and z.
The model makes a dynamically smooth transition between the coordinate types via the layered continuity equation. HYCOM is thus a highly sophisticated model, including a large suite of physical processes and incorporating numerical techniques that are optimal for dynamically different regions of the ocean. Several sophisticated vertical mixing turbulence closure schemes have also been implemented.

IV.E.3/ Data assimilation

HYCOM is an ocean prediction system. It is a “box” (Figure 14), which interacts with other boxes to reproduce more accurately ocean physical processes that we want to model.
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Figure 14 : Forcing, assimilation and relaxation of HYCOM

First, HYCOM have to know the fluxes (heat flux, solar flux, wind stress, etc.) to be able to predict something accurate. In HYCOM, some “spaces” are reserved to the incoming fluxes. If HYCOM runs only with those input, then HYCOM is in a “free run” mode. As the atmosphere model is not perfect, its accuracy is about 100kmx100km. It is a very coarse resolution. Thus, HYCOM needst to use other data to be able to do better prediction. NCODA is a mathematic tool, an assimilation model and will play this role. It will force HYCOM to tend to observations and thus to reality. NCODA has some measurements of scalar field, i.e. the SST through AVHRR as an input. Then it does some computation and finally HYCOM using NCODA is relatively closer to these observations than before. There is also the relaxation that gives information to HYCOM. For some data (for HYCOM it is just the Sea Surface Salinity or SSS), the model diverges even if it assimilates some of these data. thus sometimes the oceanographers give directly the SSS to HYCOM in order to force these scalar to a certain value that matches the true state.
IV.F/ The NDBC buoys
The buoys data are coming from the National Buoys Data Center (NDBC) website. The website provides a large scale of climatological data for locations all over the world. The following schematic shows some buoys available in the East of the GOM (Figure 15).
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Figure 15 : Buoys available in the east of the GOM, provided by NDBC.
But only few buoys give SST. The SST is then available for every hour or thirty minutes at the location of the buoy. The depth of the measurement is often 0.6 meter or 1 meter bellow the surface of the water.


The mission of the NDBC is to provide comprehensive, reliable systems and marine observations to support the missions of the National Weather Service (NWS) and NOAA, promote public safety, and satisfy the future needs of our customers.
The followings paragraphs are taken from NDBC website, it concern the moored buoy program. First, I present the different kind of moored buoys available concerning this program (Figure 16)
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Figure 16 : different kind of moored buoy use by NDBC
“Moored buoys are the weather sentinels of the sea. They are deployed in the coastal and offshore waters from the western Atlantic to the Pacific Ocean around Hawaii, and from the Bering Sea to the South Pacific. NDBC's moored buoys measure and transmit barometric pressure; wind direction, speed, and gust; air and sea temperature; and wave energy spectra from which significant wave height, dominant wave period, and average wave period are derived. Even the direction of wave propagation is measured on many moored buoys.

NDBC's fleet of moored buoys includes 6 types: 3-m, 10-m, and 12-m discus hulls; 6-m boat-shaped (NOMAD) hulls; and the newest, the Coastal Buoy and the Coastal Oceanographic Line-of-Sight (COLOS) buoy. The choice of hull type used usually depends on its intended deployment location and measurement requirements. To assure optimum performance, a specific mooring design is produced based on hull type, location, and water depth. For example, a smaller buoy in shallow coastal waters may be moored using an all-chain mooring. On the other hand, a large discus buoy deployed in the deep ocean may require a combination of chain, nylon, and buoyant polypropylene materials designed for many years of service. Some deep ocean moorings have operated without failure for over 10 years.

In addition to their use in operational forecasting, warnings, and atmospheric models, moored buoy data are used for scientific and research programs, emergency response to chemical spills, legal proceedings, and engineering design.”
IV/ EVALUATION OF MISST USING HYCOM

IV.A/ How to obtain data


My goal in this part is to obtain daily SST for several locations in the GOM, for NDBC data, MISST data and HYCOM outputs for the year 2006. I decided to use only Matlab to conduct my study, because I was already familiar with this software. 
IV.C.1/ NDBC data

For MISST or HYCOM, I obtain the daily SST everywhere in the GOM. So my constraint concerning the choice of the location of the SST time series is due to the data available from the NDBC website: http://www.ndbc.noaa.gov/. The first problem I encountered is missing data in some buoys due to dysfunction of the instruments or extremes weather conditions that destroyed the equipment. On this website, climatological data are available. It includes SST saved as ASCII files. SST is given for every hour or every thirty minutes. So I extract the SST thanks to a MATLAB code. This MATLAB code also takes into account a quality control that deals with missing value. This quality control is essential in this kind of study.
IV.C.2/ MISST data

MISST data are available through the MISST website: “http://www.misst.org” and then with the link to the RSS website, the provider of this particular MISST satellite SST product. The data are extracted in a NetCDF format. The website provides a function that helps the user read the data with several kind of softwares, like MATLAB, IDL or Fortran. I have downloaded the daily files for the entire year (2006) and the function helping the user to read data. Then I have created a program to plot the data for several days. This program called the function previously cited. I also modified this program to suit my needs. Other codes were created to extract daily SST from the files downloaded. As MISST has a 9km resolution, to be able to compare these values to NDBC data, I looked for the indexes that correspond to the real longitudes/latitudes of NDBC buoys. 

IV.C.3/ HYCOM data
HYCOM data are available on a website: “http://hycom.rsmas.miami.edu/“. At the beginning of my study I only worked with HYCOM website data by using the FERRET language. But to lead a statistical study and to compare several datasets, it is easier to use only one language. So I learned how to work with the HYCOM data with the MATLAB language. Then I could extract the daily SST for each location over the year 2006, with a similar method as the MISST’s one, creating another program. 
IV.A/ Overview of HYCOM output and MISST data over year 2006
First, Figure 17 shows one-day snapshots of SST for MISST data and HYCOM outputs. As a simple visualization, the global patterns are similar between HYCOM and MISST SST. However, looking at the graphs more precisely, we notice some slight differences.

HYCOM SST seems to be more structured and smooth than MISST SST. Indeed, MISST shows more local phenomenon and is noisier. A reason that could explain these differences is that HYCOM is an ocean model and approximates some small scale physical processes and thus cannot reproduce these tiny structures responsible for the noise.

But I am also interested in some extreme events that occur in the GOM, the hurricanes. These events are particularly frequent in this region and have the particularity to pump the energy from the ocean and therefore to leave cold SST along their paths. We are then interested to see how well these cold SSTs are reproduced in MISST and HYCOM (See Figure 17).
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     Figure 17 : Overview of GOM SST for year 2006 with HYCOM (left) and MISST (right)
IV.B/ HYCOM output and MISST data during a hurricane

As we said in the previous section, a hurricane takes energy from the water, so there is a cold wake following the hurricane. The cloud cover is particularly important, so infrared satellites are blind. HYCOM uses AVHRR, an IR satellite to assimilate the SST. However, the MISST product blends IR through MODIS, and MW through TMI and AMSR-E. So MISST could be more accurate during a hurricane concerning the SST.

HYCOM does not reproduced accurately the SST during a hurricane, as shown by the 2007 annual report of the HYCOM consortium: ”Evaluation of the value added by assimilating the merged SST [MODIS+TMI+AMSR-E as example] will be performed by assessing the quality of the forecast in areas where the merged SST is expected to significantly improve the quality of features, not well resolved by the OTIS SST [using AVHRR], such as the polar frontal regions or hurricane cold wakes.”

First, MISST gives data before 2006 only for the hurricanes KATRINA and RITA. I choose RITA, because his cooling wake seems to be colder than KATRINA’s one (so the hurricane signature is stronger). I have plotted SSTs for each days during which RITA was crossing the GOM (i.e. from September 21st 2005 until September 28th 2005) for HYCOM and MISST (Figure 18).

So I see that there is a huge difference between MISST measurement and HYCOM output. HYCOM shows a huge cooling following the hurricane, of a maximum of 13°C while MISST data only shows a maximum of 5°C cooling. Patterns are globally the same, even if some differences persist. 
For example, the profile on September 23rd is not the same for HYCOM and MISST. The Loop Current is a persistent feature in HYCOM as opposed to the MISST dataset. Part of the Gulf Stream, the Loop Current is a warm current entering the GOM between Cuba and the Yucatan Peninsula and flows cyclonically before leaving through the Florida Straits. MISST does not appear to reproduce this feature.


So it would be interesting to conduct a study concerning the accuracy of HYCOM during such extreme events. This was not the main purpose of the project. 
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MW OI SST Bias (°C) | STD (°C) # Collocations
T™MI 0.12 0.59 198,622,601
AMSR-E -0.03 0.53 202,317,843
TMI+AMSR-E 0.01 0.56 196,485,267

Table 4. Data from L

atitudes. 90S — 90N Dates. 2002-Jun through 2004-Feb

MW OI SST Bias (°C) | STD (°C) # Collocations
T™MI
AMSR-E -0.02 0.64 313,865,230
TMI+AMSR-E 0.01 0.65 319,671,057
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Figure 18 : SST GOM graphs from HYCOM output (left column) and MISST data (right column) during the period of the hurricane RITA
IV.D/ How to compare
Daily SSTs coming from NDBC data, MISST data and HYCOM output are now available for a further study. I decided to do a statistical study to compare MISST SST and HYCOM SST using buoy data as a reference. Although the NDBC buoy gives SSTs in a very specific point, we have the right to assume that SSTs given by HYCOM or MISST are comparable. Indeed, on a weekly average, variations of SST are weak. A more detailed explanation follows.

A problem is that the temperature given by a buoy is punctual, but for a satellite or a model, it is the temperature in a square (surface of the model horizontal resolution). For HYCOM this square is about 7 km for each side while for MISST it is 9 km for each side. So it is not a punctual and localized temperature. 
However these different daily SSTs are comparable. Indeed, in this particular case, to do a time average is equivalent of doing a spatial average. In fact, for the buoys I have calculated the daily average with hourly data. The water is moving on the buoy, and this average over time is equivalent of doing an average over the space around the buoy. The study is performed over time periods as seasons and the phenomenon can change the SST in the GOM, as the loop current, have a spatial scale quite huge compared to the resolution of HYCOM or MISST. So the error by doing such an approximation is weak. All of this phenomenon are quite similar in theory with the Taylor frozen turbulence hypothesis (mean flow is bigger than the turbulent one), so it could be proved by a theoretical study.
IV.D.1/ SST time series

First, I decided to plot, for each buoy, the SST time series and the average over a year to investigate the annual cycle (Figure 19).
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Figure 19 : SST time series and annual mean for year 2006 at location NDBC buoy # 42003

Figure shows the SST annual cycle for MISST, HYCOM as well as buoy # 42003. We can see a bias in the annual mean. The satellite mean seems to be always colder. The HYCOM annual mean is closer to the reference, i.e. the NDBC mean. A significant bias could exist between satellite measurements and buoy measurements.

To eliminate some seasonal trend, I decided to plot the same data, but doing a seasonal mean instead of an annual one (Figure 20). The seasons are defined as follows : December/January/February, March/April/May, 

June/July/August and September/October/November.
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Figure 20 : SST time series and seasonal average for year 2006 at location NDBC buoy # 42003

Even with those graphs it is clear that the trend is confirmed: the MISST mean temperatures seem to always be colder, whatever season considered. On the other hand, HYCOM seems to be closer to NDBC measurement with a seasonal mean very similar.

It could be interesting to have an overview of the year 2006 with a less noisy time series. Thus I decided to plot this graph doing a thirteen days running mean (Figure 22). The basic idea of a running mean is to calculate for each day , the day n, the average from six days before n until six days after (Figure 21 and (1) )
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Figure 21 : schema of the running mean

Running meanSST (n) = mean (SST(n-6):SST(n+6))          (1)   
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Figure 22 : thirteen days running mean SST time series for year 2006 at location NDBC buoy # 42003


Figure 22 show that the time serie has less fluctuations around a mean state. It is easier to do a simple visualization comparison betwen each temperature time series. This graph also confirms the trend that MISST is colder than the other time series.

The fact that the satellite gives colder SSTs is unexpected. Indeed, the satellite measures only the skin of the water (first few millimeters) which are usually warmer than the water at the depth of one meter, measured by the buoys. 

One possible explanation could be the fact that MISST blend IR and MW measurements, but IR do not penetrate through the clouds. To resolve that problem, the SST measurement by IR, oceanographers often apply a “mask” to take into account the cloud coverage. However, this mask, sometimes, cool down too much the SST product. MISST could experience this problem.
IV.D.2/ Analysis Of Variance (ANOVA)

In fact, ANOVA is not really an analysis of the variance. It is more an analysis of several means. For this study, ANOVA analysis gives information about the seasonal means. The goal of ANOVA is to show if there is a statistically significant difference in the annual means or in the seasonal means between each dataset or not.

For this study, I used the 2-way ANOVA with interactions.

I will first show a list of some results given by the program and interpret them. Then I will show a list of the final result, a graph synthesizing this method it and the conclusion I can draw about this study. For this particular study, I will take only the SST data coming from the NDBC buoy # 42001.

List 1 shows the first results obtained with the ANOVA program.
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List 1 : Results obtained with ANOVA

The meaning of the number of each season or dataset is shown in List 2.
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List 2 : Meaning of the number for each season or dataset

Let me explain how to interpret the data in the list 1. First, the estimate of the intercept is the overall mean and will be useful to know later on.


Concerning each season, the estimate value for season_i (i=1..4) is the result of the difference between the mean over season i (for all the dataset) less the mean over season 4. So it is normal to have “estimate (season_4) = 0”.


Then it is the same for each dataset. Concerning each dataset, the estimate value for dataset_i (i=1,2 or 3) is the result of the difference between the mean over dataset i (for all seasons) less dataset 4. So it is normal to have “estimate (dataset_3) = 0”.


For the next lines, it is the same, but only for dataset 1, 2 or 3, etc

To conclude anything about this study, I must have the ANOVA mean for each dataset and each season. This mean T (i,j,k) is given by:
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                                                                                                                                                  (2)
The ANOVA mean at season i of the data set j (j = 1 = buoy, j = 2 = satellite, j =3 = HYCOM) is T(i,j,k). The values where “Pr > |t|” is less than 0.025 are significantly different from 0.
It means that the mean of the 3 data sets are different from each other during different seasons and over the whole year. The conclusion to this statement is that there is not a statistically significant difference in the data mean neither in the annual mean nor in the seasonal mean. 
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Figure 23  : ANOVA seasonal graph for the location of the NDBC buoy # 42001
For each season and each dataset, ANOVA gives a value of the “mean temperature (dataset, season)” and its standard error.

The basic purpose of this study is exposed below. For each season, I take one NDBC buoy as the reference. If HYCOM (or MISST) line by horizontal projection matches just a little with NDBC match, then I can say that for this season, HYCOM (or MISST) doesn’t have a statistically significant difference for this season with NDBC mean. But if HYCOM (or MISST) does not match with NDBC, HYCOM (or MISST) have a statistically significant difference for this season with NDBC mean.
Figure 23 show that for each season, there is not a statistically significant difference in the seasonal means between each dataset.
IV.D.3/ Linear regression for residual

The goal of this analysis is to compare the local variations for each dataset. First, I compare the local variation of MISST with the local variation of the NDBC data. Second, I compare the local variation of HYCOM with the local variation of the NDBC temperature. Finally I compare the two to know which one is better. It gives an idea about which system is the best (i.e. if HYCOM has local variations closer to the NDBC buoy data rather than MISST local variations).


First of all, to do this study, I need to consider the local variations for each dataset. So I have decided to do for each locations, each dataset and each day the difference between the SST of this day minus the weekly average SST. The fluctuations around that mean represent the residuals. A linear regression (statistical method) for each location between the NDBC residual, the MISST residual and HYCOM residual is made. The linear regression gives the line who minimize the sum L of the distance between each point and his projection on the line (Figure 24)
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Figure 24 : linear regression

Figure 25 shows the linear regression for each location for all the residual points for the NDBC buoy # 42002.
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Figure 25 : linear regression between NDBC residual and HYCOM or MISST residual at the NDBC buoy # 42002


I have the system of equations of the two regression lines:
NDBC residual = -.0000011367 + 0.1375129711 * MISST residual

NDBC residual = -.0000014320 + 0.3031525663* HYCOM residual

I have done the “Pr > |t|” test to know if each coefficient is significantly different from 0 or not. As expected, for the two regressions, the slope is significantly different from 0 but not the bias. This bias is then negligible.


The trend for all the buoys is that HYCOM has a better slope, close to the perfect correlation. However this study might not be enough to conclude anything significant since the correlation coefficient obtained are weak.
IV.D.4/ Histograms of the difference

Another interesting study to perform is to compare the SST difference between MISST and NDBC and the SST difference between HYCOM and NDBC.
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For each location and each day, I have made the difference between MISST and NDBC SST and also between HYCOM and NDBC SST. I obtain values around zero. I have calculated the median for each SST difference to know how far is this median shifted from zero and to be easy to compare to. I have also calculated the value of the standard deviation to know how spread the differences are. Figure 26 and 27 show these results.
Figure 26 :  Histograms of the SST difference between MISST and NDBC and between HYCOM and NDBC for the NDBC buoy # 42001
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Figure 27 : Histograms of the SST difference between MISST and NDBC and between HYCOM and NDBC for the NDBC buoy # 42002

These histograms well show how the SST difference are distributed and for which value they occur the most. The distribution around the zero is of great importance. The median is the value at the middle of the repartition, where fifty percent of the value are on each side of the median. The standard deviation gives an estimation of the spread of the values around the mean. The smaller is the standard deviation, the closer are the values around the mean.

Figure 26 show that the median for the difference HYCOM-NDBC is closer to zero than MISST-NDBC. It confirms the idea about a cold bias for MISST that is more important than HYCOM. Focusing on the standard deviation does not give any new insight on the problem. Indeed, ometimes the HYCOM-NDBC SST difference has a higher standard deviation than the MISST-NDBC one, and sometimes the opposite. Most of the time these values are very close to each other. 
VI/ Conclusion and discussion


This study address the evaluation of the new MISST SST product and if it would be a good choice to include in the HYCOM data assimilation version.


A crude conclusion would be that HYCOM and MISST do not seem to have a huge difference between them. The SST output from HYCOM ocean prediction system seems to be smoother than the SST data from satellites MISST. This results could be considered as normal, as measured data has more noise than output of model that uses approximations.

During extreme events (i.e. hurricane), HYCOM does not have SST input (due to cloud coverage), so its SST output are quite far from observations, especially concerning the cooling wake following an hurricane.


A study of SSTs over an entire year with comparison to independent data (NDBC data) shows that HYCOM seems to better reproduce these SST than the MISST product. However, after a careful statistical analysis, it appears that there is no statistical significance differences in the data mean neither in the annual means nor in the seasonal mean of both products. The fluctuations around the mean for the MISST SST dataset and HYCOM SST output are very similar. As HYCOM was not run with the assimilated SST MISST data, it is hard to conclude with a definitive answer about the study. Then, further studies could be very interesting to perform. A review of future work is listed below:

First, compare directly AVHRR with MISST product would be the first step toward a useful conclusion about which product is the appropriate one to use.

A better way to be sure if MISST could improve HYCOM would be to assimilate the HYCOM MISST SST instead of AVHRR SST and then to study which output is closer to the observational dataset.

MISST also creates several SST products blending IR only, MW only or both. To study those products when they will be fully available for longer periods could be interesting to perform.
If MISST was better than HYCOM, it could be interesting to lead others studies about MISST. If HYCOM was better than MISST, there would be two possibilities. The first one is that MISST is not a good SST satellite product and needs improvement. The second one is: HYCOM uses AVHRR dataset, but at the end gives a better SST than MISST. Then the study between MISST and AVHRR would be useful. In this case, if MISST is closer to the reality than AVHRR, MISST could be applied in the HYCOM data assimilative system and then HYCOM could be possibly more accurate.
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