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ABSTRACT

In this paper a methodology is proposed to downscale coarse-resolution atmospheric general circulation model
(AGCM) seasonal simulations. Anomaly nesting involves replacing the climatology of the driving AGCM with
observed (in this case the National Centers for Environmental Prediction reanalysis) climatology at the lateral
boundaries of the nested regional climate model (the regional spectral model). In this study the methodology
is tested over South America and the neighboring ocean basins. A comparison of the austral summer seasonal
simulation with the conventional way of nesting, namely driving the regional model with full AGCM forcing,
reveals that substantial gains in the deterministic skill are realized through anomaly nesting. It is also shown
that the high-frequency variance (at 3–30- and 30–40-day time scales) is more realistic from the anomaly nesting
procedure.

1. Introduction

The concept of anomaly nesting as a methodology to
downscale atmospheric general circulation model
(AGCM) climate simulations is inspired from a growing
skepticism in the regional modeling community on the
efficacy of improving seasonal forecasts from regional
climate models (RCMs) over those from AGCMs. Some
recent regional climate modeling studies (Misra et al.
2003; Altshuler et al. 2002) emphasize that the regional
models carry the pathological errors forced by the driv-
ing AGCM through the lateral boundary conditions,
thereby limiting the usefulness of the higher-resolution
simulations from the RCM at these time scales. This
follows from the earlier studies of Noguer et al. (1998),
Risbey and Stone (1996), and Denis et al. (2002), which
indicate that an RCM cannot be expected to improve
the finescale if the driving AGCM provides poor lateral
boundary conditions. Roads and Chen (2000) found that
in comparison to large-scale observations, regional
models did not offer any obvious advantage over the
coarser AGCM. More recently, Roads et al. (2003)
found that higher-resolution regional model climate sim-
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ulations over the continental United States did not im-
prove the skill of the temporal variability over that of
the driving AGCM. However, the topographically
forced features of the seasonal climate were better de-
picted in the regional model simulation. In another re-
lated study, Pan et al. (2001) noted that the differences
between the RCM integrations over the continental
United States forced with an AGCM and the National
Centers for Environmental Prediction (NCEP) reanal-
ysis are largest in the summer season owing to the sen-
sitivity of the convective parameterization to subtle
changes in the forcing. Noguer et al. (1998) also show
that an AGCM forced RCM simulation had large errors
which was related to the systematic errors of the AGCM.
This error in their study was significantly reduced when
they forced the RCM with an AGCM that had relatively
far less of the systematic errors (which was achieved
by strongly relaxing the AGCM simulation to the op-
erational analysis). Druyan et al. (2002) compared two
RCM simulations over South America, one forced by
National Centers for Environmental Prediction reanal-
ysis and the other forced by an AGCM. They found that
from the former configuration the skill of the down-
scaled seasonal precipitation was far better than from
the latter setup.

But there are studies which indicate that the influence
of the driving AGCM on the nested RCM is diminished
under certain conditions. Jones et al. (1995) using sev-
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eral nested regional models with different domain sizes
over Europe found that the mean flow and synoptic-
scale variability of the RCM integrations with larger
domains diverged from that of the driving AGCM. Fur-
thermore, in the RCM integrations with a relatively
smaller domain, the synoptic circulation closely fol-
lowed the driving AGCM forcing. Noguer et al. (1998)
find that the RCM simulation is less influenced by the
systematic errors of the driving AGCM relative to the
internal physics especially during the summer season
and for some of the surface forced fields such as pre-
cipitation and surface air temperature. In an extensive
intercomparison project of regional climate simulation
over the continental United States, Takle et al. (1999)
found that most models are able to uniformly reproduce
the large-scale features and synoptic-scale variability
forced by a ridge or zonal flow, while periods affected
by short-wave lows or troughs tend to have larger in-
tramodel variance. In a similar vein, they find that pre-
cipitation episodes from organized synoptic-scale sys-
tems are predicted by most models while mesoscale and
convective precipitation are represented in a stochastic
sense.

From the aforementioned discussion it can be noted
that the influence of the lateral boundary conditions on
the evolving climate in an RCM is influenced by the
size of the regional domain, season of the year, the re-
gion, the RCM physics and dynamics, and the variable
in question.

The concept of anomaly nesting is simple. In this
approach the idea is to provide the nested RCM in an
AGCM with lateral boundary conditions bereft of the
drift of the AGCM, by replacing its climatology with
the observed (analyzed) climatology. There are obvi-
ously certain disadvantages with this method. The fore-
most is that the AGCM climatology would have to be
generated afresh any time changes are made to the
AGCM, either in its components (physics or dynamics)
or in spatial resolution. In addition, the quality of the
new lateral boundary conditions is limited by the quality
of the observed or analyzed climatology used in re-
placing the AGCM climatology. It also introduces a
dynamical imbalance to the lateral boundary forcing
because the nonlinear terms are not necessarily additive.
Notwithstanding these limitations, this methodology
provides a unique way of determining the role of large-
scale climate drift on the regional climate and its var-
iability. It should be noted that such a concept has al-
ready been adopted in coupled ocean–atmosphere mod-
els (Kirtman et al. 2002).

For this study we have chosen our regional domain
over South America simply because we have the base-
line experiments from an earlier study (Misra et al. 2002,
2003). However, South America as a region also offers
a unique setting to understand predictability, with its
steep Andes mountains on the western edge and the
associated variability of the two neighboring major trop-
ical basins of the Pacific and Atlantic Oceans.

In the following section we shall provide the details
of the RCM and AGCM used in this study, followed
by the description of the nesting methodology. The re-
sults are discussed in section 4 along with concluding
remarks in section 5.

2. Model description

In this section we shall briefly describe the AGCM
and the RCM used in this study.

a. The AGCM

The AGCM used in this study is version 2.2 of the
Center for Ocean–Land–Atmosphere Studies (COLA)
global spectral model at T42 (2.58) horizontal resolution
and 18 vertical levels of the terrain-following sigma
coordinate system. This version of the model uses the
dynamical core of the National Center for Atmospheric
Research Climate Community Model version 3 (CCM3)
described in Kiehl et al. (1998). The dependent variables
of the model are spectrally treated except for the mois-
ture variable which is advected using the semi-Lagrang-
ian technique. The parameterization of deep convection
follows the relaxed Arakawa–Schubert scheme (Moorthi
and Suarez 1992). The parameterization of shallow con-
vection follows Tiedtke (1984). The subgrid-scale ex-
change of heat, momentum, and moisture is accom-
plished via a turbulent closure scheme, level 2.0 (Mellor
and Yamada 1982). The diagnostic cloud fraction and
optical properties are similar to CCM3 (Kiehl et al.
1998) and are described in Dewitt and Schneider (1997).
The terrestrial and shortwave radiation follows Harsh-
vardhan et al. (1987) and Davies (1982), respectively.
A fourth-order horizontal diffusion is applied to all var-
iables except the moisture variable. A mean surface
orography (Fennessy et al. 1994) is used to represent
surface elevation. Dry convective adjustment and grav-
ity wave drag are not invoked in the model integrations.
The atmospheric model is coupled to the Simplified
Simple Biosphere model documented in Xue et al.
(1991, 1996) and Dirmeyer and Zeng (1997).

b. The RCM

For this study we have adopted the regional spectral
model (RSM) following Juang and Kanamitsu (1994)
and Juang et al. (1997) as our RCM. The RSM predicts
the total field of divergence (x), vorticity (z), temper-
ature (T), natural log of surface pressure (lnps), and
specific humidity (q). Since it is not mathematically
possible to explicitly compute nonlinear perturbation
tendency from perturbation and base field (particularly
for physical processes), the model computes tendencies
from the full field and subsequently the perturbation
tendency is computed as a difference between this ten-
dency and the known base field tendency and then Fou-
rier filtered. This method should be considered optimum
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perturbation filtering, rather than the perturbation pre-
diction. In principle, this method can easily be applied
to conventional regional gridpoint models. The RSM
uses the terrain-following vertical coordinate system.
The model equations are integrated by a semi-implicit
scheme while the moisture and vorticity equation are
integrated explicitly.

The model has a comprehensive physics package that
includes shortwave (Chou 1992) and longwave (Fels
and Schwarzkopf 1975) radiation which are fully in-
teractive with the clouds. The boundary layer physics
in the model employs a nonlocal diffusion scheme de-
veloped by Hong and Pan (1996) which is strongly cou-
pled to the surface-layer physics. The flux computations
in the surface layer are based on Monin–Obukhov sim-
ilarity theory. The model also includes the Simplified
Simple Biosphere (SSiB) scheme following Xue et al.
(1991, 1996) which is identical to that in the COLA
AGCM. The deep convection is parameterized with a
simplified Arakawa–Schubert (SAS) scheme (Pan and
Wu 1995). The large-scale condensation (and re-evap-
oration) involves disposition of supersaturation. Shal-
low convection following Tiedtke (1984) is invoked
only in the absence of deep convection. The gravity
wave drag formulation of Alpert et al. (1988) is also
included.

In this study the RSM is at an 80-km grid resolution
with dimensions of 217 (zonal) 3 112 (meridional) cen-
tered at 158S and 808W. The time step of the integration
is 240 s. The base field is linearly interpolated in time
and bicubic spline interpolated in space to the RSM grid.

3. The anomaly nesting procedure

In this study, the RSM is nested into the AGCM with
a nesting period of 12 h. The nested variables of RSM
are l, z, T, lnps, and q. First, an AGCM climatology
for every 12-h period of the Julian day during the season
is generated. For this study the start and end dates for
all model integrations are from 0000 UTC 15 December
to 1200 UTC 31 March of the following year. Therefore,
to generate the AGCM climatology we integrated the
AGCM for a season between the dates just mentioned
for the years from 1984 to 1995 with the model output
stored at intervals of 12 h. For each of the years, five-
member AGCM ensemble integrations were made and
the climatology was generated from the ensemble mean.

To generate the corresponding observed climatology
we used the NCEP reanalysis available on 2.58 latitude–
longitude grid on 17 mandatory pressure levels. The
NCEP reanalysis climatology was then generated at T42
spectral truncation from this dataset and at exactly the
same 18 discrete sigma levels as the COLA AGCM.
The fields were linearly interpolated to the T42 Gaussian
grid, while the surface pressure was recalculated with
the T42 resolution topography using the hydrostatic for-
mula.

In preparing the base field for the RSM anomaly

experiments (EXPT) the AGCM climatology of the
nested variable from the AGCM is removed and re-
placed with the corresponding climatology from ob-
servation (in this case the NCEP reanalysis). It should
be noted that the EXPTs were conducted for the years
of 1996–97, 1997–98, and 1998–99 which categori-
cally excludes the years from which the AGCM cli-
matology was generated.

4. Design of experiments

The anomaly nesting procedure is tested for the sea-
son of January–February–March (JFM) of 1997, 1998,
and 1999. A total of five ensemble members are run for
each year. The initial conditions for the ensemble mem-
bers of the AGCM are generated in the same manner
as in Misra et al. (2003, hereafter M03). The initial
conditions for the RSM are interpolated to its grid from
the corresponding initial conditions of the AGCM. The
start and end dates for both the AGCM and RSM in-
tegrations are identical: 0000 UTC 15 December and
1200 UTC 31 March of the following year. The first 15
days of the RSM integration are not analyzed in this
study to account for spinup issues.

In all the model integrations the SST field is updated
daily by linearly interpolating from the weekly Reynolds
and Smith (1994) optimum interpolation SST dataset.
The initial soil moisture fields are obtained from a 2-yr
climatology of the Global Soil Wetness Project (Dir-
meyer and Zeng 1999).

There are two sets of baseline experiments (referred
to hereafter as control-A and control-B runs) which will
be compared with the anomaly nesting integrations of
the RSM (EXPT). Both sets of control runs cover the
same time period (JFM of 1997, 1998, and 1999) as
that of the current study. Control-A integrations refers
to a set of RSM runs made with NCEP reanalysis as
the base field which are described in Misra et al. (2002).
It should be noted that in these integrations the base
field of NCEP reanalysis was available on a Gaussian
grid of triangular truncation at wavenumber 62. Control-
B RSM integrations refers to the set of RSM runs made
in M03. In this set of runs the RSM uses the base fields
from the COLA AGCM, which is integrated at T42
triagular truncation spatial resolution. The RSM used in
this study, and in control-A are not identical to the one
used in control-B. This difference relates to the con-
vective parameterization scheme adopted in the RSM.
In control-B we noted that using the RAS convective
parameterization scheme improved the simulation of the
RSM near the lateral boundaries compared to the SAS
scheme (Pan and Wu 1995). However, in this study we
find that the SAS convective scheme reduced the errors
near the lateral boundary conditions far more than the
RAS scheme. This feature is present primarily because
the NCEP reanalysis model utilizes SAS while the
COLA AGCM uses the RAS convective schemes. As a
result, in the sponge zone close to the lateral boundaries
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FIG. 1. Outline of the Amazon River basin (ARB), ITCZ over the Atlantic (ITCZA), Nordeste (NOR),
South Atlantic convergence zone (SACZ), pampas region (PAM), Gran Chaco area (GRAN), South Pacific
(SP), equatorial Pacific (EP), and North Pacific (NP) (borrowed from Misra et al. 2002).

a large amount of precipitation is generated initially
which spreads into the interior of the domain by the end
of the seasonal integration if the right convection
scheme is not chosen. Another difference in the RSM
used in control-A, control-B, and EXPT relates to the
vertical discretization. In all the RSM runs forced by
the COLA AGCM (control-B and EXPT) we use 18
sigma levels which are identical to the COLA AGCM
vertical discretization. However, in control-A we adopt-
ed 28 sigma levels of the NCEP reanalysis model.

In theory, despite these model differences, control-A
simulations represent an upper bound to the skill that
can be attained through the anomaly nesting procedure
adopted in this study. However, it is not necessary that
control-A type (NCEP reanalysis driven) integrations
should always represent the limit of regional climate
predictability of anomaly nested regional models. It is
plausible that some nested variables may have a better
mean state described in the driving AGCM than the
analysis climatology that is used to replace it.

5. Results

The focus of this study will be on the mean JFM
seasonal precipitation and low-level circulation. In the
following discussion we shall be presenting results of
the seasonal mean from the ensemble mean computed
over five ensemble members. This shall be followed
with a discussion of the seasonal anomalies. For the
sake of brevity we shall present some of the results
averaged over the domains (as used in Misra et al. 2002)
outlined in Fig. 1. To verify the model results, we use
the Climate Prediction Center Merged Analysis Precip-
itation (CMAP) dataset (Xie and Arkin 1996) made
available on 2.58 3 2.58 latitude–longitude grid. Ob-

served outgoing longwave radiation (OLR) fields based
on Liebmann and Smith (1996) which are available daily
on a 2.58 3 2.58 latitude–longitude grid are also used
for verification. It should be noted that in all validation
efforts, the model output was interpolated to the ob-
servational grid.

a. Total field

It could be argued that the skill of simulating the
anomalies would determine the efficacy of anomaly
nesting as the mean field is prescribed by the lateral
boundaries. However, it should be recognized that the
RSM is continuously predicting the total field in the
interior of the domain and therefore the mean field from
the RSM is a nontrivial quantity in the anomaly nesting
procedure.

1) JFM SEASONAL PRECIPITATION

In Fig. 2 we show the mean JFM seasonal precipi-
tation from control-A, control-B, EXPT, NCEP reanal-
ysis, and observations based on CMAP for 1997, 1998,
and 1999. One of the major errors in the mean JFM
precipitation patterns in control-B runs is the presence
of an intense intertropical convergence zone (ITCZ)
south of the equator in both Pacific and Atlantic Ocean
basins which give rise to the split-ITCZ phenomenon.
M03 suggested that this split-ITCZ phenomenon was a
large-scale error forced on the RSM by the driving
COLA AGCM through the lateral boundary conditions.
This split-ITCZ phenomenon over the Pacific Ocean is
also exhibited by the NCEP reanalysis and control-A
RSM runs, especially in 1997 and 1999. In the EXPT
runs the southern ITCZ is appreciably less intense and
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FIG. 2. Mean JFM precipitation in units of mm day21.
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FIG. 3. The rmse for subdomains outlined in Fig. 1. Units are mm day21.

comparable to observations and to the control-A runs
in 1997 and 1999. In JFM of 1998, during the strong
warm El Niño–Southern Oscillation (ENSO) episode,
the EXPT run displays a relatively more active ITCZ
over the eastern Pacific Ocean, as in the observations.
There is also a hint of the erroneous split-ITCZ phe-
nomenon over the tropical Atlantic Ocean in all the
model runs including the NCEP reanalysis. However,
unlike that over the Pacific Ocean, the EXPT runs also
display comparable intensity of precipitation just south
of the equator over the tropical Atlantic Ocean. Another
erroneous feature of the control-B integrations was the
copious rainfall along the southeastern coast of Brazil
in the southern Atlantic Ocean which has been signif-
icantly reduced in the EXPT simulations in all 3 yr.
However, the EXPT run does deteriorate the simulation
relative to control-B near the western edge of the re-
gional domain in the South Pacific Ocean, and in the
Nordeste region in all 3 yr.

The root-mean-square errors (rmse) of mean JFM pre-
cipitation for each of the domains shown in Fig. 1 are
plotted in Fig. 3. The EXPT run shows a consistent
improvement over control-B while being comparable to
control-A integrations over ARB, SP, and NP. Over IT-
CZA, EP, PAM, GRAN, South Atlantic convergence
zone (SACZ), and NOR the improvement in the EXPT
runs are relatively inconsistent from one year to the
other. As previously noted the COLA AGCM integra-

tions show instances of lower rmse in precipitation than
the NCEP reanalysis and some of the RSM runs. How-
ever, this does not necessarily translate to a superior
simulation of precipitation in the control-B runs relative
to the other RSM runs presented in this study. This could
be a result of nonlinearities in downscaling the AGCM
with large systematic errors.

2) LOW-LEVEL CIRCULATION

We have plotted the mean JFM 850-hPa circulation
field in Fig. 4 for 1998 and 1999 from the various RSM
integrations and NCEP reanalysis. For brevity we have
not shown the fields from 1997. It is apparent from Fig.
4 that the low-level circulation in the EXPT runs com-
pares more favorably with control-A simulations and
NCEP reanalysis than do the control-B integrations. The
subtropical flow over the southern Atlantic Ocean is
more zonally oriented and extends into the subtropical
plains of South America in the control-B integrations,
which is distinctly different from the NCEP reanalysis.
However, like the control-A runs the EXPT integrations
conform more closely to the flow field depicted in the
NCEP reanalysis. The northwesterly flow along the Al-
tiplano plateau which develops into a low-level jet and
constitutes a ‘‘moisture corridor’’ connecting the ARB
and the Rio de La Plata basin during the mature phase
of the South American summer monsoon (Mechoso
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FIG. 4. Wind circulation at 850 hPa. Isotachs are shaded. Units are m s21.
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FIG. 5. The JFM precipitation anomalies normalized by the climatology of the respective
subdomain outlined in Fig. 1 for (a) 1997, (b) 1998, and (c) 1999. Units are mm day 21.

2000) is totally absent in the control-B integrations,
while it is simulated in the EXPT runs. Furthermore,
the easterlies over the Tropics are relatively lower in
magnitude in the EXPT runs than in control-B runs,
which makes the former simulation closer to the NCEP
reanalysis.

b. Seasonal anomalies

In Fig. 5 we have plotted the area average seasonal
precipitation anomalies normalized by the climatology
of the respective subdomain outlined in Fig. 1. It should
be noted that the JFM precipitation climatology is com-
puted from the 3 yr of 1997, 1998, and 1999 to obtain
Fig. 5. In Fig. 6 we have plotted the spatial correlations
of these anomalies. From these two figures it is apparent
that the EXPT produces a superior simulation of the
precipitation anomalies over the control-B runs at least
in three of the nine regions, namely, the ARB, the NP
region, and the EP area. In other regions the improve-
ment in the anomaly nesting is not observed consistently
in all 3 yr. A limitation of this study is that we have
small sample of years to verify these anomalies. How-
ever over the NOR region, the EXPT consistently shows
anomalies of the opposite sign relative to the obser-
vations indicating a deterioration relative to control-B.
Such a feature is also seen in anomalies from the control-

A experiment which leads us to believe that the bias in
the NCEP climatology may have influence on the sim-
ulation over this region. The benefit of having improved
low-level circulation in the EXPT is also reflected in
the improvement in the precipitation anomalies over the
PAM region which lies close to the exit region of the
low-level jet along the eastern side of the Andes moun-
tains. The anomalies from the NCEP reanalysis com-
pares well with observations over most regions except
over the GRAN region. The COLA AGCM generally
displays a poor description of the precipitation anom-
alies over the area.

c. Model internal variability

There is a general tendency for the EXPT runs in this
study to reduce (increase) the intrinsic variability over
continental South America (oceans) relative to control-
B integrations. As an example in Fig. 7 we have plotted
the normalized standard deviation (NSD) following
Misra et al. (2002) for precipitation from the control-B
and EXPT runs. NSD is a measure of noise-to-signal
ratio with values close to 0 (1) suggesting the dominance
of signal (model noise). It is seen that over the ARB
region and over eastern Brazil, the EXPT runs have
reduced NSD relative to control-B. However, the model
noise is more in the EXPT runs especially over the
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FIG. 6. The spatial correlation of the JFM precipitation anomalies for (a) 1997, (b) 1998, and
(c) 1999 for the subdomains outlined in Fig. 1.

oceanic region of the SACZ and the equatorial Pacific
Ocean. Such behavior is also observed in other model
variables. This difference in the intrinsic variability is
consistent from the difference in the simulated intra-
seasonal variability in the EXPT and control-B model
integrations discussed in the following section.

d. Intraseasonal variability

Intraseasonal variability of the South American sum-
mer monsoon has been shown from the observational
studies of Kousky and Kayano (1994), Liebmann et al.
(1999), Paegle and Mo (1997), and Paegle et al. (2000).
This intraseasonal variability bears a seesawlike pat-
tern with centers of action over the SACZ and the
subtropical plains of South America. It is observed that
when the SACZ is weak, wet conditions prevail over
the subtropical plains. This seesaw pattern has been
identified as having a 30–40-day time scale and has
been related to the Madden–Julian oscillation (MJO;
Kousky and Kayano 1994; Paegle et al. 2000). More
recently, Paegle et al. (2000), using singular spectrum
analysis, have found that this seesaw pattern is also
modulated at periods of 22–28 days. Buchmann et al.
(1990) from his modeling study found periods of de-
ficient rainfall over southern Brazil with enhanced rain-
fall over the Atlantic at time scales of 10 days. Lieb-

mann et al. (1999) using observed OLR datasets ex-
amined submonthly variations and found that the ratio
of 2–30- and 30–90-day variance is high (low) over
the central Amazon (subtropical plains).

In Fig. 8 we show the variance of the OLR at 3–30-
day time scales from the model integrations and ob-
servations. A spectral bandpass filter is employed on
daily mean OLR fields to obtain the anomalies from
which the variance is computed. The regions of no-
ticeable improvement in simulating this high-frequen-
cy variability by the EXPT runs over control integra-
tions are over the equatorial Pacific Ocean, SACZ, and
over the tropical Atlantic Ocean. In fact, the EXPT
runs nearly restore the variability simulated at these
time scales by the control-A integrations. Similarly,
we show the 30–40-day variance of the OLR anomalies
in Fig. 9. It is seen from this figure that the variance,
especially over the SACZ region and the subtropical
plains in EXPT runs, is comparable to the control-A
integrations and observations. The control-B integra-
tions show an erroneously reduced variance over
SACZ and over the Tropics.

The fact that the interannual, intraseasonal, synoptic
(3–30 day) variabilities, and the predictability of the
RSM simulation through this anomaly nesting procedure
are all different from the control-B integrations points
to the importance of the deterministic mean state of the
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FIG. 7. The normalized standard deviation (see text) from (a) control-B and (b) EXPT model runs.

large scale. The scale interactions both in frequency and
wavenumber domains seem to contribute significantly
to the skill of the periodic behavior of the RSM sim-
ulations. Krishnamurti et al. (2003) show that the MJO
signal in a coupled ocean–atmosphere integration can
be amplified by way of nonlinear interactions between
synoptic disturbances and a preexisting weak MJO that

satisfy certain trigonometric selection rules. Kirtman et
al. (2002) in comparing fully coupled ocean–atmosphere
model integrations from the anomaly-coupled ocean–
atmosphere model runs (from which this concept of
anomaly nesting for regional atmospheric model is bor-
rowed) concluded that realistic ENSO variability is cap-
tured by simulating a correct mean state.
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FIG. 8. Variance of 3–30-day OLR anomalies. Units are W2 m24.

6. Conclusions

In this study we have proposed a new methodology
to downscale AGCM seasonal climate simulations. It
has the potential to stretch current limits of regional
climate predictability at seasonal time scales. The pre-
mise of this methodology is based on the notion that
the large-scale climate drift which influences the evo-
lution of the regional climate can be eliminated by re-

placing the driving AGCM’s climatology with the ob-
served climatology. However, the elimination of the
drift is only partial in this study, as the observed cli-
matology is made available from the NCEP reanalysis,
which itself is model dependent in data-void regions
and is also dependent on the adopted data assimilation
scheme.

In this study we find that the anomaly nesting meth-
odology significantly improves the austral summer sea-
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FIG. 9. Variance of 30–40-day OLR anomalies. Units are W2 m24.

sonal precipitation over South America and the neigh-
boring ocean basins relative to the conventional way of
nesting RSM into the COLA AGCM. The pathological
error of the split-ITCZ phenomenon, especially over the
eastern Pacific Ocean, which is produced in the RSM
simulations forced at the lateral boundaries by the
COLA AGCM is significantly reduced in the anomaly
nesting procedure. This further supports the notion that
the split-ITCZ phenomenon is a large-scale error im-

posed on the evolving regional climate of the RSM. The
intraseasonal variability of the OLR anomalies is also
appreciably improved in the EXPT runs which is related
to the general increase in the model noise over the
oceans in the anomaly nesting procedure. However, this
study has been conducted over a small sample of years
(three) which precludes the study of the anomaly nesting
procedure to large-scale flow regimes associated, for
example, with warm and cold ENSO phases.
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This anomaly nesting procedure also has the potential
to lead to the understanding of the role of climate drift
on the evolution of the regional climate in each of the
nested variables separately. This is a subject of an on-
going set of experiments.
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