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Abstract

A wind-driven, non-linear, reduced gravity, primitive equation
model is used to simulate the circulation of the northeast Pacific Ocean.
The model includes bottom topography and coastal geometry. The model
domain encompasses the entire Gulf of Alaska region from south of
Vancouver Island to just west of Kodiak Island. This region is traditionally
beyond the bounds of applicability of the reduced gravity model, and this
research tests some of the limits of its use. The model resolution, 1/40th of a
degree, is exceedingly fine, and we expect that it would allow the mesoscale
eddy field to develop. This is the first time that a model of this type and
resolution has been successfully run at these latitudes. Twenty years of
COADS pseudo wind stress data are analyzed statistically to obtain a wind
stress climatology. After spin-up, the monthly stress for 1986-1989 is used
to drive the model. The model solution is explained by the dominant spatial
patterns seen in the EOF analysis of the forcing wind field. The model
reproduces many of the regional oceanographic features such as the
Alaskan Gyre, the Alaska Current, the Alaska Coastal Current, the Sitka
eddy, and an intense, cyclonic eddy (that has not yet been reported in the
literature) northwest of Queen Charlotte Island in the spring. In addition,
these model features display seasonal and interannual variability. Model

results are validated through comparisons with NOS coastal sea level
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results are validated through comparisons with NOS coastal sea level

records and a multi-layer, oceanic basin scale model being run at NOARL.
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1. Introduction

The northeast (NE) Pacific Ocean is an extremely interesting region
of the world's ocean to study from a physical perspective. The region's
irregular coastline, large seasonal fluctuations of wind stress, high
freshwater discharge rates, and complex bottom topography make for
interesting dynamics. There are several benefits to be derived from the
study of this region. For example, a knowledge of the circulation may be
essential in predicting the dispersal of pollutants such as crude oil from the
massive Exxon Valdez spill in Prince William Sound, Alaska in March
1989 [see Royer et al., 1990]. The physical environmental variables which
are believed to have a significant impact on fish survival, growth, and
migration in the northeast Pacific are temperature, salinity, currents, and
parametric measures of stability, turbulence and turbidity [Mysak, 1986].
Biotic factors such as the availability of food, competition and predation
affect the migration and abundance of fish and are influenced by the
physical factors mentioned above [Mysak, 1986]. Therefore, the circulation
of the NE Pacific Ocean is important to fisheries' activities since the Gulf of
Alaska is a major habitat for many species of commercially harvested fish
(e.g. salmon, halibut and herring) [Cummins and Mysak, 1988].
Variability of the oceanic conditions may be an important factor in the year-

to-year changes in stock recruitment and return migration routes of
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to-year changes in stock recruitment and return migration routes of
certain fish species. For example, Hamilton and Mysak in both joint and

independent studies have presented evidence showing that the migration



routes of sockeye salmon may be significantly affected by the "Sitka" eddy
(see Hamilton, 1985; Mysak, 1986; and Hamilton and Mysak, 1986 for
details). The NE Pacific may also be important from a global perspective.
Low frequency variability in the NE Pacific may be linked to El Nifio-
Southern Oscillation (ENSO) events in the tropical Pacific through
propagating coastal Kelvin waves and disruptions in the general
atmospheric circulation caused by ENSO events [Emery and Hamilton,
1985, Mysak, 1986, Johnson and O’'Brien, 1990b]. Finally, the U.S. Navy has
a vested interest in the tactical exploitation of the oceanic fronts and eddies
in this region to enhance its submarine warfare and anti-submarine
warfare capabilities.

The main focus of this study is to use a wind-driven, reduced gravity
model to simulate the circulation of the NE Pacific Ocean and examine the
seasonal and interannual variability of the flow. The NE Pacific region is
beyond the traditional bounds of applicability for reduced gravity models,
and this research tests some of the limits of their use. Twenty years of
Comprehensive Ocean Atmosphere Data Set (COADS) pseudo wind stress
data were statistically analyzed to obtain a wind stress climatology. After
spin-up, the monthly stress for 1986-1989 is used to drive the model. The
model reproduces many of the regional flow features such as the Alaskan
Gyre, the Alaska Current, the Sitka eddy, and an intense, cyclonic eddy
(that has not yet been reported in the literature) northwest of Queen

Charlotte Island. We validate model results using NOS coastal sea level
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Charlotte Island. We validate model results using NOS coastal sea level
records and other data. The study of the model and this region gives us

some insight into the seasonal circulation in the Gulf of Alaska and help us



explain its driving mechanisms.

One question we wanted to answer was whether the fine resolution of
the model was sufficient to produce many fine scale eddies in this region.
Unfortunately, we find that the model does not produce numerous eddies.
We believe that the primary limiting factor is the coarse spatial and
temporal scales of the forcing wind field. Increasing the number of layers
to allow baroclinic instabilities, including thermodynamics, and perhaps
even finer resolution may also be necessary to reproduce a rich eddy field.
Efforts are being made to extend current work to include forcing from
remote coastal Kelvin waves and including freshwater influx from the
land.

This paper is divided into six sections. Section two is an overview of
the circulation in the NE Pacific Ocean. In Section three we discuss the
physical domain, equations and boundary conditions of the numerical
model. Analysis of the regional pseudo stress fields used to drive the model
is discussed in Section four. Model results and comparisons with sea level
data and the NOARL model are presented in Section five. Finally in Section

six we present our conclusions.



2. NE Pacific Circulation Overview

The most prominent features of the Northeast Pacific are the
eastward flowing North Pacific Current, also known as the Subarctic
Current or West Wind Drift, which splits or bifurcates near the North
American coast at approximately 45° N into the southward flowing
California Current and the northward flowing Alaska Current [Dodimead
et al., 1963]. Figure 1 shows the major features of the general circulation
of the region. The Alaska Current forms the eastern branch of the large
scale wind-driven cyclonic circulation in the Gulf of Alaska. It eventually
converges near Kodiak Island into the intense, westward flowing Alaskan
Stream [Tabata, 1982]. Shoreward of the Alaskan Stream lies the Alaska
Coastal Current (ACC). In addition, there is a quasi-permanent

anticyclonic feature a few hundred kilometers west of Sitka, Alaska called

the "Sitka eddy" [Tabata, 1982].

2.1  The Alaskan Stream

The Alaskan Stream is an extension of the Alaska Current which
narrows and intensifies near 150° W, and flows westward along the
Alaskan Peninsula and Aleutian Islands (see Fig. 1) providing a source of
dilute surface water, and relatively warm (4° C) water to depths of 300

meters in the northwestern North Pacific Ocean [Dodimead et al., 1963;
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meters in the northwestern North Pacific Ocean [Dodimead et al., 1963;
Favorite, 1967]. In addition to the work by Dodimead et al. and Favorite,

there have been numerous studies of the Alaskan Stream conducted over a
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Figure 1: Major surface currents of the North Pacific Ocean (from Tabata,
1976). The major currents of the NE Pacific region include the Subarctic
Current, the Alaska Current, and the Alaskan Stream.



period of many years including work done by Reed and Taylor [1965],
Favorite et al. [1976], Reed et al. [1980], Reed et al. [1981], Reed [1984], Reed
and Schumacher [1984], Royer and Emery [1987], Warren and Owens
[1988], and Reed and Stabeno [1989]. These studies tend to support earlier
works and are in general agreement with each other. There are, however,
some disagreement on certain specific points which will be discused later
in this section.

Favorite [1967] concluded that the water driven northward into the
Gulf of Alaska by wind stress curl moves westward along the the Alaskan
Peninsula and Aleutian Islands as a narrow, intense boundary flow whose
characteristics are a result of vorticity conservation [Reed et al., 1981].
Favorite [1967] states that the stream is bounded on both sides by lines of
zero velocity, and it will contain no potential vorticity (PV), nor will it
transport any PV. Therefore, he continues, the total counterclockwise
(CCW) vorticity of the stream is reduced in the direction of the flow.

The physical limits of the width of the stream are marked by weak
eastward flow seaward of the Alaskan Stream and the inshore edge of the
stream is unambiguously defined by a flow reversal (towards the east), or by
a zone of weak flow that makes no contribution to the transport [Reed et al.,
1980]. These flow reversals and weak flows were also identified by Royer et
al. [1990] as the seaward limit of the ACC which will be discused in the next
section. The inshore edge of the stream is frequently in water deeper than

300 m [Reed et al., 1980].
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300 m [Reed et al., 1980].
There is a general continuity of the westward flow in the Alaskan

Stream from 160° W to 170° E [Favorite, 1967]. Near 170° W the flow splits



(this split may be influenced by the Komandorski Ridge) into a northward
branch which flows into the Bering Sea, and a southward branch which
eventually rejoins the Subarctic Current [Favorite, 1967]. Dodimead et al.
[1963] used the horizontal distribution of surface salinity and subsurface
maximum temperature to infer the path and continuity of the Alaskan
Stream [Reed et al., 1980]. As expected, these property distributions are
closely paralleled by the geopotential topography [Reed et al., 1980].
Furthermore, sigma-t sections obtained by Reed [1984] closely parallel the
salinity structure, which accentuates the fact that salinity, not
temperature, mainly controls the density in the region.

It appears that the stream is more coherent in the vertical than in
the horizontal. Vertical correlation coefficients in the along stream
direction were > 0.8, but were only 0.3-0.4 in the cross stream direction
[Reed and Schumacher, 1984]. The major characteristic of the flow is that
velocity constantly decreases with depth [Reed and Schumacher, 1984].

Earlier measurements and computations of the velocity in the
Alaskan Stream are supported by more recent studies. Favorite [1967]
observed velocities near Atka and Adak islands in excess of 100 cm s-1, but
maximum geostrophic velocities (referred to 1000 db) were only 30 cm s-1,
Maximum observed ship drift speeds were on the order of 80 cm/sec with an
average of 50 cm s-1; U.S. Coast and Geodetic Survey drogues measured
maximum velocities > 100 cm s-1 with an average of 75 cm s-! in the

direction of 270° T [Favorite, 1967]. Reed et al. [1981] found the highest
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direction of 270° T [Favorite, 1967]. Reed et al. [1981] found the highest
geostrophic speeds were at the mooring sites where computed surface

speeds (referred to 1500 db) exceeded 100 cm s-1, and estimates of ship drift



were also ~100 cm s-1. These measurements took place during February-
March 1980. Reed and Schumacher [1984] suggest that the Alaskan Stream
in this region has a baroclinic structure that is approximately geostrophic.
They also found at their deep mooring, station 2 near Kodiak Island, the
direction of the net flow was virtually the same at all levels, and speeds
decreased with depth as expected.

Initial volume transports computed from the geostrophic currents
near Adak Island were approximately 6 x 106 m3 s-1 [Favorite, 1967].
Wind-driven transport integrated across 50° N between 155° W and the
North American Coast amounted to 5.2 x 106 m3 s-1, essentially balancing
the observed transport in the Alaskan Stream [Favorite, 1967]. Reed et al.
[1980] computed transports nearly three time greater than those computed
by Favorite. They computed a mean volume transport (adjusted to 1500 db)
of 12 x 106 m3 s-1 with minimum and maximum values of 8 and 17 x 106 m3
s-1, respectively. Long-term integrated total wind-driven transports in the
gulf cited by Reed et al., [1980] obtained from an unpublished report by
Ingraham et al., [1976] vary from about 20 x 106 m3 s-1 in winter to less than
5 x 106 m3 s-1 in spring and summer, with considerable year to year
variations. The concurrence between the observed transport and the
transport calculated from wind stress supports the theory that the Alaskan
Stream is driven primarily by the action of the wind over a broad region of
the northeast Pacific Ocean [Favorite, 1967]. The observed narrowness of

the stream and continuity of transport also support the view that it is a
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the stream and continuity of transport also support the view that it is a
western boundary current related to the general distribution of wind stress

[Favorite, 1967]. The most striking feature about the wind stress transport



is the order-of-magnitude change from winter to spring and summer [Reed
et al., 1980]. Large values usually occur as early as October and persist
through February or March [Reed et al., 1980]. Integrated model
transports (to be discussed in section five) are in general agreement with
these findings.

Spatial changes in transport of the stream do occur. They occur in
three major ways: (1) loss of water to the south or by recirculating around
the Alaska gyre; (2) gain of water from the south (Subarctic Current),
usually west of 175° W; and (3) loss of water to the north through some
passes in the western Aleutians [Reed et al., 1980]. More recent studies by
Reed and Schumacher [1984] imply that the stream moves laterally, in a
vertically coherent manner which is supported by Reed and Stabeno [1989].

Although integrated wind-stress curl over the Gulf of Alaska
(presumably the driving mechanism for the Alaskan Stream; Favorite,
1967]) increases by an order of magnitude from summer to winter, it is not
clear if the stream has any seasonal variation in baroclinic volume
transport [Reed, 1984]. The data presented by Reed et al. [1980] do not
support the existence of any significant seasonal variation in the baroclinic
transport that could be associated with the large scale seasonal changes in
the wind stress over the Gulf of Alaska. In fact, the correlation coefficient
between the mean wind stress transports and observed transports was only
0.04 [Reed et al., 1980]. On the other hand, Royer [1981] indicated that there

was a 90% probability of seasonal variation in the Alaska Current (which
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was a 90% probability of seasonal variation in the Alaska Current (which
he uses synonymously with Alaskan Stream) of magnitude 1.2 x 106 m3 g-1.

Royer [1981] further states that this variation is 13% of the mean flow which
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is higher than that of the Gulf Stream (8.5% of its mean flow). Reed et al.
[1980] reported that Ohtani [1970] and Favorite et al. [1976] concluded that
baroclinic transports were fairly constant. Reed et al. [1980] believes that
although rather large changes in transport do occasionally occur, they do
not appear to be seasonal in nature. Reed et al. [1981] found the weekly net
flow at 980 meters over a period of six months to be typified by low frequency
variability. More evidence from Reed and Stabeno [1989] supports the
findings of others that the stream may move laterally offshore; the
mechanism for which is not known. Moreover [Reed and Stabeno, 1989] feel
that the weak flows they saw in their data were anomalous.

It appears that the the baroclinic flow does not consistently spin up or
down seasonally because of insufficient response time at these high
latitudes [Reed et al., 1980]. Royer and Emery [1987] feel that the
controversy over the variation in the circulation in response to variation in
the wind stress and wind stress curl implies that either the ocean's
response to wind forcing is more complex than we think, or our measures
of winds and/or currents are inadequate. Seasonal changes appear to be
confined to the upper layer and to have little effect on the system as a whole
[Reed, 1984].

Reed et al. [1981] examined weekly mean deviations in sea level, after
adjustment for variations in atmospheric pressure, recorded at the
National Ocean Survey tide gauge on Kodiak Island, but were not able to

find any obvious correspondence with their own velocity record. They
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find any obvious correspondence with their own velocity record. They
concluded that the velocity fluctuations in deep water over the slope did not

seem to have large effects that were transmitted over the shelf and were
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readily apparent at the coast. Reed et al. [1981] reported that similar results
were found by Brooks and Bane [1981] off the coast of North Carolina.

Reed et al. [1981] found the Alaskan Stream to have KE/KE ratios
that were roughly an order of magnitude less than those found in the Gulf
Stream and Antarctic Circumpolar current. Even though Reed et al. [1981]
stressed the low-frequency variability of the Alaskan Stream, its fluctuating
energy levels in relation to the mean kinetic energy appear to be much
lower than those in the Kuroshio, Gulf Stream, and Antarctic Circumpolar
Current. Why does the Alaskan Stream appear to be more stable than these
other boundary currents? Reed et al. [1981] suspect that it results from
differences in the direction of these flows in relation to the bottom
topography. Reed and Schumacher [1984] also concluded that the eddy
energy in the Alaskan Stream is generally less than in these other
boundary currents in comparable flow regions and the KE'/KE ratios are
also typically smaller in the Alaskan Stream than in the Kuroshio or Gulf
Stream where the net flows are similar. Hence the Alaskan Stream seems
to be a more stable flow than typical western-boundary currents Reed and
Schumacher [1984]. Whereas western-boundary currents are typified by
appreciable variance in the intermediate or mesoscale band of 20-70 days,
results from fairly long term current meter measurements in the Alaskan
Stream revealed a stable flow with most of the energy at low frequencies
(<0.2 cpd) [Reed and Schumacher, 1984; Reed and Stabeno, 1989]. This

contrasts with the Kuroshio and Gulf Stream, which are characterized by
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contrasts with the Kuroshio and Gulf Stream, which are characterized by

intense eddylike features [Reed and Stabeno, 1989].



2.2 The Alaska Coastal Current

Shoreward of the inner edge of the Alaskan Stream lies the Alaska
Coastal Current (ACC) (see Fig. 2). The presence of the ACC is mainly due
to two factors; 1.) high rates of freshwater discharge and 2.) intense wind
stresses [Royer et al., 1990]. Royer et al. [1990] points out that the average
annual amount of freshwater entering the NE Pacific drainage system is at
least 20% greater than the the Mississippi River system, and the seasonal
signals of wind stress and wind stress curl are the largest in the North
Pacific. Because the coastal drainage region is narrow (< 100 km), the
majority of the freshwater entering the regime is from small, short
streams, rather than from large river networks [Royer et al., 1990]. Thus,
the freshwater enters as a distributed or line source, vice a large single
source such as the Mississippi River [Royer et al., 1990]. The Gulf of
Alaska is infamous for the frequent storms that pass through the region.
The Pacific Ocean provides the energy and moisture for these storms to the
atmosphere. The cyclonic (counterclockwise) storm systems that provide
precipitation for freshwater runoff also supply wind stresses that create
coastal convergences and downwelling of surface waters [Royer et al.,
1990]. The easterly winds associated with the low pressure storm systems
move surface water to the right (in the northern hemisphere), causing an
accumulation or convergence of surface water near the coast [Royer et al.,
1990]. The coastal downwelling and associated convergence maintains the

freshwater as a near shore feature and enhances the density related nature
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freshwater as a near shore feature and enhances the density related nature

of the flow [Royer et al., 19901].
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Figure 2: Schematic diagram of the surface circulation for the northwest
Gulf of Alaska showmg the Alaska Coastal Current in relation to the
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Figure 2: Schematic diagram of the surface circulation for the northwest
Gulf of Alaska showing the Alaska Coastal Current in relation to the
Alaska Current near Kodiak Island (from Royer et al., 1990). The relatively
dilute ACC hugs the shoreline while the Alaska Current remains on the
continental slope. Current velocities are similar, but the transport of the
ACC is an order of magnitude less than that of the Alaska Current.
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The relatively dilute ACC has an intense westward velocity (20-180 cm s-1)
and is confined mainly to within 20 km of the shore [Royer et al., 1990].
Density driven transports in the upper 100 m are about 2 x 105 m3 s-1 with
seasonal fluctuations of about 1 x 105 m3 s-! [Royer et al., 1990]. Due to the
sea surface tilt, the velocity component of the ACC is always westward
[Royer et al., 1990]. Modal analysis of currents, winds and freshwater
discharge indicates that the primary mode of the alongshore flow
component is nearly all due to sea level slopes and is related to the
upwelling index, a measure of the onshore-offshore Ekman transport
[Royer et al., 1990]. Seaward of the ACC Royer et al., [1990] found transient
density-induced flow reversals and small transport values. These are
essentially the same as those found by Reed et al., [1980] shoreward of the
Alaskan Stream. Due to a lack of freshwater influx and steady wind
forcing, and in the presence of island groups and complex bottom
topography the ACC spreads laterally across the shelf as it moves
southwestward along the Alaskan Peninsula [Royer et al., 1990]. The
lateral extent of the ACC is shown in Figure 2.

2.3  The Sitka Eddy

The Sitka eddy is a recurring, well developed, anticyclonic baroclinic
eddy whose diameter ranges from 200 to 300 km and whose depth extends to
1000 m, and possibly to as deep as 2000 m [Tabata, 1982]. The Sitka eddy is

usually found within a few hundred kilometers of Sitka, Alaska in the
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usually found within a few hundred kilometers of Sitka, Alaska in the
vicinity of 57°N, 138°W (Fig. 3) [Tabata, 1982]. The average surface speed of

the eddy, at about 50 km from the center, is approximately 15 cm s-!
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Figure 3 Geopotential anomaly at the sea surface relative to the 1000 db
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Figure 3: Geopotential anomaly at the sea surface relative to the 1000 db
surface in the northeast Pacific during March-April 1958 (from Tabata,
1982). The Sitka eddy is centered at 57° N 140°W. The size of the Sitka eddy
is greater than the feature generated by the model. The reader should
notice that there is no data southwest of the eddy center.
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(relative to 1000 db), with a maximum value reaching almost 40 cm s1
[Tabata, 1982]. The average baroclinic transport in the upper 1000 db layer
is 5 x 106 m3 s-1, with a maximum approaching 8 x 106 m3 s-1 [Tabata,
1982]. The transport of the eddy is mainly confined to the upper 500 meters
[Tabata, 1982]. Drifting buoy data, on the other hand, show the average
speed of the eddy to be about 70 ¢cm s°1 (at about 70 km from the center), with
a possible maximum daily speed of 110 cm s! [Tabata, 1982]. The eddy
appears to propagate westward at a minimum rate of 1.5 km d-1, which is
consistent with the Rossby wave propagation speed of ~1 km d-1 [Tabata,
1982].

The eddy appears to have formed locally (there is little evidence to
show that it drifts into the area from elsewhere), and to have persisted for
up to at least a year and a half as it propagates westward [Tabata, 1982].
The three most important eddy generating mechanisms for this eddy
appear to be atmospheric forcing, topographical interaction, and baroclinic
instability of the mean currents [Tabata, 1982]. Attempts to relate the eddy
to the distribution of the wind stress curl and to the variability of the
observed mean sea level along the nearby coast did not yield conclusive
results [Tabata, 1982]. While local atmospheric forcing may not be the
generating mechanism for the eddy, it may be the source of energy needed
to sustain the eddy [Tabata, 1982]. Willmott and Mysak [1980] suggested
that the generating mechanism for this and other Northeast Pacific eddies

is atmospherically-forced baroclinic Rossby waves that undergo multiple
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1s atmospherically-forced baroclinic Rossby waves that undergo multiple
reflections along the coasts of British Columbia and Alaska [Mysak, 1985].

It was recognized, however, that topographical interactions could
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contribute to the production of the Sitka eddy, and local topography may be
why the eddy seems to form near the same location year after year [Tabata,
1982; Mysak, 1985]. Swaters and Mysak [1985] have proposed a theory for
the generation of the Sitka eddy by the interaction of a steady coastal current
with a variable bottom topography [Mysak, 1985]. It may be difficult to
separate the two proposed generating mechanisms for the Sitka eddy
(topographic interaction: Swaters and Mysak, 1985; and superposition of
forced Rossby waves: Willmott and Mysak, 1980]. However, on the short
time scale, the initial formation of the eddy could be due to mean flow-
topographic interaction, but once the eddy is formed, long time scale
dynamics associated with interannual baroclinic Rossby waves becomes
important and produces the westward drift of the eddy which has been
observed by Tabata [1982] [Mysak, 1985].

The eddy is not readily apparent from the distribution of temperature
in the surface layer, but it is most distinguishable in the water properties
below 100 m [Tabata, 1982]. The center of the eddy is featured by the
presence of a warm core within the halocline which usually occurs at
depths from 100 to 200 m (occasionally to 300 m) [Tabata, 1982]. The
halocline at the center is usually depressed [Tabata, 1982]. Finally, the
water at the center from 100 to at least 1000 m is warmer, less saline, and
contains more dissolved oxygen than at corresponding depths away from

the center [Tabata, 1982].
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24  General Bathymetry of the Region
Tabata [1982] observed that the bathymetry of the northeast corner of
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the Pacific Ocean (see Fig. 4) is characterized by a relatively large area of
abyssal plain whose depth ranges from 3000 to 5000 meters. Within this
area he noted that there are a number of seamount ranges and guyots
which rise abruptly from the ocean floor. In particular, he points out that
there is a chain of features that stretches northwestward from the Queen
Charlotte Islands to near Kodiak Island. In general, their depths range
from 500 to 1000 meters, but some are as shallow as 44 meters. To the south
and parallel to the Aleutian Islands lies a fairly deep trench with depths
exceed 5000 meters. This trench is situated approximately 150 km south of
Kodiak Island. The width of the continental shelf (distance from shore to
the 200 meter isobath) in this region varies from a minimum of less than 25
km off the west coast of Queen Charlotte Islands, to 30 km off Baronof and
Chigagof Islands, to 90 km off Yakutat, to a maximum of 160 km east of
Kodiak Island [Tabata, 1982]. The continental slope is relatively steep; its
depth generally increasing seaward from 200 to 2000 meters within 25 km
[Tabata, 1982]. Although the slope is oriented parallel to the coast,
irregular features become noticeable beyond the 2000 meter contour, with

ridges and depressions occurring at a number of locations [Tabata, 1982].

2.5  Climatology
The wintertime climatological wind pattern of the Gulf of Alaska is
dominated by the presence of the Aleutian low which stretches from

Kamchatka to the Alaskan Peninsula with a weak high pressure off the

vuvitliiavou™ MY Tuilt pruvoviavdTra o vaav cacU W s floe AONE 00 Lt

Kamchatka to the Alaskan Peninsula with a weak high pressure off the
southern California coast [Emery and Hamilton, 1985]. Summertime

circulation is weaker than the winter pattern; the Aleutian low remains,
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Figure 4: Bottom topography chart for the NE Pacific Ocean region. The
general area of the Sitka eddy is indicated by the dotted square (from Tabata

[1982]).
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but is weaker and is shifted to the northwest while the California high has
strengthened and expanded into the southeastern part of the Gulf of Alaska
[Emery and Hamilton, 1985]. The winter pattern has three basic patterns,
(1) similar to the mean, (2) more intense than the mean, and (3) weaker
than the mean [Emery and Hamilton, 1985]. Changes in these patterns
have been related to El-Nifio/Southern Oscillation (ENSO) events (see Emery
and Hamilton, 1985 for details).

Analysis of COADS pseudo stress, outlined in section 4, shows that
the wind stress in the NE Pacific is strongest during the winter months
(Dec-Feb) and weakest during the summer months (Jun-Aug). Spectral

analysis shows that the highest energy is contained in the annual signal.



3. The Model

3.1 Background

The FSU Northeast Pacific Model is a nonlinear, reduced gravity,
primitive equation model with one dynamically active layer above an
inactive deep layer. This model simulates the first baroclinic mode from
which we expect to be able to estimate interannual variabilities of surface
currents, thermocline depth, and sea level along the northeast Pacific
Coast. The interface between the two layers simulates the ocean
pycnocline. Figure 5 is a cross sectional view of a typical one and one-half
layer model.

The model domain (see Figure 6) extends from 45° to 60° N and from
the West Coast of North America to 155° W. The domain encompasses the
entire Gulf of Alaska region from south of Vancouver Island to just west of

Kodiak Island.

3.2  Equations

The model momentum and continuity equations, in spherical
coordinates, are similar to those found in Johnson and O'Brien [1990b]. We
use the equations in the transport mode for ease in numerical calculations.

The model equations are as follows:
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The model equations are as follows:
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Figure 5: Typical geometry for a reduced gravity model. Only the top layer
is dynamically active.
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Figure 6: This figure shows the NE Pacific Ocean model region with the
model domain outlined by the dashed line. Sea level from selected stations
(Neah Bay, Sitka, and Kodiak) is used for model validation. The coastal
outline is from the NCAR graphics data base.



U 1 ) 10 :
e - — (=3 | - 2Q sinH)V
ot " a cos9 a¢ H a 96 ( ) (2€2 5inf)
- T AvEU (3.1)
2a cose 8¢ p
oV 1 d UV (V )
- - 2Q sinf)U
ot +acose 8(1)( ) a g9 \H + (20 5inf)
_gBoH? o
=% o9 + ) + AV4V (3.2)
oH 1 U
= V cosH 3.3
ot +a coso (aq) 88( co8 )j (83

where ¢ and 6 are longitude and latitude, respectively; U and V are
transport in the east-west and north-south directions, respectively; H is
upper layer depth; g'=(Ap/p)g is reduced gravity; 1® and ¢ are the wind
stresses applied to the upper layer as a body force; A is the eddy viscosity
coefficient; a is the radius of the earth; and Q is the angular velocity of the
earth (values for each of these parameters are given in Table 1). Latitude
and longitude increase in the northward and eastward directions,
respectively. B is a variable coefficient that adjusts the gravity wave phase
speed in relation to bottom topography. Since transport is velocity
multiplied by the layer depth, the velocities (z and v) are easily calculated by
dividing the layer transports (U and V) by the layer depth (H). See Dube et
al.. [1986] for detailed derivations of the model equations.

Similar models have been used previously to describe the wind driven
at.. | 1986] tor detailed derivations ot the model equations.

Similar models have been used previously to describe the wind driven
circulation in the Indian Ocean [Luther and O’'Brien, 1985], the equatorial

Pacific Ocean [Kubota and O’'Brien, 1988], and the central Pacific Ocean
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Table 1. Values of Parameters Used in the Model

Parameter

Reduced gravity

Radius of the earth
Density of seawater
Earth's angular velocity

Eddy Viscosity Coefficient
Drag Coefficient

o}

Value

0.0067 m s
6.37 x 10°m
1025 kg m™

7.292 x 10° rad 51

150 m2 !

15x10°



2%

[Pares-Sierra and O’Brien, 1989]. Note that this model provides no
information about the vertical structure of the ocean, except for an estimate
of the thermocline depth, nor does it contain any thermodynamics.

In order to resolve features such as fronts and eddies, the minimum
Ax, Ay must be less than the Rossby radius of deformation (R,) which is
approximately equal to 3-11 km for the latitude range of the NE Pacific.
Model resolution is 1/40th of a degree in both the zonal and meridional
directions, resulting in a grid spacing of 1.4 km (at 60° N) which is less
than the deformation radius. This is the first time a model of this high
resolution has been run at these latitudes for large scale upper ocean wind
driven variability.

The time step is five minutes (one model year takes 4.2 hours to run
on one processor of the Cray YMP). The model array size is 621 x 301 on a
staggered "C" grid (see Figure 7) [see Arakawa , 1966 for "C" grid details].
The model utilizes a leapfrog scheme for time integration. Every 21st step,
a forward time differencing is used to eliminate the computational mode.
The viscous terms are treated using the DuFort-Frankel scheme. The
DuFort-Frankel scheme eliminates the need for additional storage in our
numerical calculations, and the instabilities that can be produced by this
method do not occur in this model due to the small time step used. Details
of the numerical scheme can be found in Dube et al.. [1986].

The model is spun up from a state of rest using climatological wind

stress data. The winds are ramped up over a period of 20 days (vice simply
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stress data. The winds are ramped up over a period of 20 days (vice simply
turning them on instantaneously) which helps suppress numerical noise

and instabilities in the initialization. The wind acts as a body force on the



Ap—m=
\Y Vv
J,K+1 * J+1,K+1
| T
U H U ¢ H
J-1,K JK J,K J+1,K
K ’ v
J:K J+1,K
U H U H
J-1,K-1 JK-1 JK-1 J+1,K-1
J .
¢
Figure 7: Staggered Arakawa C-grid used in the finite difference
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U, V, and H.
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fluid and is the only forcing imposed on the model except for boundary
constraints. The winds used to drive the model were obtained from the
Comprehensive Ocean Atmosphere Data Set (COADS) monthly mean
pseudo wind stress fields. These wind fields were interpolated to fit the
model grid in space and time. Details of the wind stress data analysis and

interpolation techniques are discussed in the next section.

3.3 Boundary Conditions

The no-slip boundary conditions (u=v=0) are imposed on all coastal
boundaries. Open boundary conditions using a variation of the Sommerfeld
radiation condition (Eqn. 3.4), are imposed on the southern and western
boundaries. On the southern boundary only, the Sommerfeld radiation
condition follows that of Rged and Smedstad [1984] where the solution is
separated into a global (free) and local (forced) solution. The Sommerfeld
condition is applied to the local solution, the solution is updated, and added
to the global to recover the total solution.

9
% +Fa—1! —0; (3.4)

where "y" is any variable and "F" is determined locally. "F" is the phase
speed of the selected variable. When "F" indicates outward propagation
(outward from the model domain), values interior to the boundary are

projected onto the boundary at the new time. If "F" indicates inward

(outward from the model domain), values interior to the boundary are
projected onto the boundary at the new time. If "F" indicates inward
propagation, the boundary values remain unchanged. This condition

allows information to propagate out of the domain while preventing
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undesirable information from coming in through the boundary
[Camerlengo and O'Brien, 1980]. This condition works well for
nondispersive Kelvin waves. It is less successful for dispersive Rossby
waves. Therefore, the details of the solution near the western and southern

boundaries should be taken with caution.

34 Bottom Topography

Effects of bottom topography are incorporated into the model using
the methods of Cushman-Roisin and O’'Brien [1983]. The adjustment is
made by a variable coefficient, B, related to the depth of the ocean at a given

point. The coefficient at each grid point is determined by the ratio of the

upper layer depth divided by the total ocean depth ( B = ﬁé&bﬁ; ). This

ratio asymptotically approaches one as the depth increases, and has a set
minimum value of 0.2 for depths less than or equal to 100 m. This
coefficient adjusts the flat bottom phase speed, slovwing it along the shallow
coast and providing no change in the model interior. As an example, when
depths are as shallow as 500-1000 meters, the phase speed can be reduced by
as much as 70% of the original value [Johnson and O’Brien, 1990al.

If the minimum depth gets too small, i.e. when the model shallows,
division by a near zero number causes numerical overflow. Thus, the
model upper layer depth is constrained to a minimum value of 100 m. For
depths less than 100 m we allow for entrainment from the lower layer. The

entrainment technique used follows that of McCreary et al., [1987].

depths less than 100 m we allow for entrainment trom the lower layer. 'L'he
entrainment technique used follows that of McCreary et al., [1987].
However, in the results presented here, this constraint has not been

necessary to maintain a stable solution.
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We used an initial H; = 300 meters; resulting in an average phase

speed of 1.4 m/sec. This phase speed value is supported by observations,
and our choice of parameter definitions for H, and g' are supported by other
modelling work in this region [see Cummins and Mysak, 1988].

An overlay of coastal geographical boundaries on top of model
geometry and bathymetry is shown in Figure 8. Both the model geometry
and bathymetry were obtained from the National Geophysical Data Center
(NGDC) data set.
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Figure 8: Coastal geometry superimposed on model land boundaries
(shaded region) with labelled bathymetry contours. Model land boundaries
were defined by the 10 meter isobath with some local adjugtments so that

Figure 8: Coastal geometry superimposed on model land boundaries
(shaded region) with labelled bathymetry contours. Model land boundaries
were defined by the 10 meter isobath with some local adjustments so that
the local boundaries look reasonable. It is important to point out that the
shallow bank east of Queen Charlotte Island is treated as a solid boundary
by the model.



4. Forcing

4.1 COADS Winds

Twenty years (from 1970 to 1989, inclusive) of monthly mean pseudo
wind stress was extracted from the Comprehensive Ocean Atmosphere
Data Set (COADS) for use in forcing the model. COADS provides average
monthly values for several parameters on a 2° x 2° global grid, and we
extracted values from 40°-58° N, 122°-160° W. A climatological monthly
mean pseudo stress from this 20 year data set is used for model spin-up.
After spin-up, the monthly mean stress for 1986-1989 is used to drive the
model.

Prior to using the wind data to drive the model we examined the data
statistically and established a criteria for removing outliers. Data are
deleted when there are fewer than five observations for any given month,
and, if either the u or v component of the monthly mean pseudo stress is
greater than three standard deviations from the 20 year mean. Less than
0.7% of the original data is deleted following this procedure. Missing data
values are replaced by interpolated values. The interpolation scheme uses
a spatial nine point weighted mesh on the data grid for any given month.
Following interpolation, one application of a Hanning Filter (using a 1/4,

1/2, 1/4 weighting) in both the x and y directions is used to eliminate 2Ax

e d QA ctnen p Tl , O o gy QN cvnnnn Rivnn anwing frunma thia H1laAd and

1/2, 1/4 weighting) in both the x and y directions is used to eliminate 2Ax
and 2Ay noise. Figure 9 shows a 20 year time series from the filled and

smoothed monthly mean pseudo stress for a COADS grid point central to
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Figure 9: Twenty year time series plot of COADS pseudo wind stress near
58°N, 146°W. Maxima (minima) normally occurring during winter
(summer) months. Note the largest maximum occurs in February 1989,
and that the maxima trend is increasing.
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the model domain. This time series shows that the maximum pseudo
stress occurred during winter 1989. In fact, the 20 year time series reveals
an increasing trend in the maximum pseudo stress. Typical seasonal wind
stress vectors are shown in Figure 10a-c. The magnitude of the stress is
generally greatest during the winter months (December-February) and
weakest during the summer months (June-August). The power spectrum
for the time series is presented in Figure 11. The dominant annual signal
strongly influences the model results, as will be shown later.

Because the COADS data are on a 2° x 2° grid, it is necessary to
interpolate the pseudo stress to the model grid This is accomplished using
the bi-cubic spline interpolation subroutines found in the International
Mathematical Subroutine Library (IMSL). Interpolation in time is also
necessary. Monthly mean winds from 1986 to 1989 are linearly interpolated
to obtain a new wind value every five minutes as required by the model time
step.

We realize the limitations of the COADS monthly winds, and feel it
may be worthwhile to obtain finer resolution (in both space and time) wind
stress data to drive the model. In addition to the model enhancements to
resolve small scale eddies mentioned in section one, high resolution wind
stress data may also help generate these features. This is proposed in
future work, but is beyond the scope of the present study.

Prior to using the COADS wind stress to drive the model, we

computed the curl of the wind stress from the filled and smoothed data.
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computed the curl of the wind stress from the filled and smoothed data.
The curl is then analyzed using Empirical Orthogonal Function (EOF)

Analysis (also known as Principal Components Analysis). EOF analysis,
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Figure 10a-c: Sample wind stress vectors for (a) January '87, (b) July '87,
(c) October '87. Note that the magnitude and direction of the wind stress
changes dramatically from summer to winter. During January, the winds
gthe rorie~ohagin Mmadonihward. furning, eastward and weakening
(c) October '87. Note that the magnitude and direction of the wind stress
changes dramatically from summer to winter. During January, the winds
in the central basin are northward, turning eastward and weakening
considerably by July. By October, the winds strengthen again and begin
veering back to the north. Note particularly during October the divergence
of the winds near 46° N, 136° W where the current also separates to form
the Alaska and California Currents.
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Figure 11: Power spectrum (in variance preserving plot) for the time series
shown in Figure 9. The data were smoothed in time with one Hanning
pass prior to spectral computation. The winds are clearly dominated by the
annual period, with no significant energy present at the "storm band"
frequencies (4-10 days). There is additional energy at six and 24 months,
evidence of semi-annual and interannual variability of the data.
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discussed in detail later in this section, enabled us to examine the seasonal
and interannual variability of the pseudo stress, and to examine the link

between the spatial and temporal patterns of the data.

4.2 EOF Method

Hardy and Walton [1978] provide an excellent general description of
EOF analysis. The analysis begins with an array of observations or
measurements arranged into a rectangular matrix. For an appropriate set
of measurements taken in time and space, the EOF analysis empirically
derives the primary spatial and temporal variations of the data [Hardy and
Walton, 1978]. The analysis can be performed on vector as well as scalar
data which do not have to be equally spaced. EOFs will work independent of
the order of the data. The data order becomes significant when the EOF
results are mapped back into the spatial or temporal grid.

A correlation matrix or a variance-covariance matrix is formed from
the original rectangular data matrix [Hardy and Walton, 1978]. The
eigenvalues and eigenvectors of the correlation or variance-covariance
matrix are then computed. The eigenvectors form a complete orthonormal
set of basis vectors which represent the original observations [Hardy and
Walton, 1978]. When the EOF analysis is completed, the entire data set can
be reproduced exactly from the eigenvalues and eigenvectors. The analysis
is completely empirical. The following is a summary of the most important

properties of EOF analysis (taken from Hardy and Walton, 1978):
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properties of EOF analysis (taken from Hardy and Walton, 1978):
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1. The relative magnitudes of the eigenvalues can be used to rank
order the eigenvectors in terms of decreasing significance in
representing the data.

2. The most significant eigenvectors can be identified with physically
important patterns in the original data.

3. Temporal expansions of the data in terms of the most significant
eigenvectors are known as the principal components.

4. The primary eigenvectors provide a highly efficient basis set for
approximating the the original observed data.

5. The eigenvectors and the principal components are derived by an

objective mathematical procedure.

The array of pseudo wind stress curl used in the EOF analysis is 171
(space) by 240 (time (months)). The time mean is subtracted from the curl
at each point (see Fig. 12) prior to the analysis. This 171 "N" X 240 "M"
array (called "W") is then processed by a series of FORTRAN programs
designed to compute eigenvalues, eigenvectors, and their associated
coefficients. An outline of the process (similar to that of Legler [1983],

except that the curl is a scalar) follows:

Given some N X M array "W", the eigenvalues "Ay," exist such that

one can find the eigenvectors "E;," and be able to reproduce the original

data matrix exactly (i.e. W= Z AmEm)-
e u'll}{ﬁﬁfg}?g&& f}aﬁtﬁigfﬁ@kﬂﬁrﬁﬂ(ﬁnﬁaﬂnvpntnra we form the varianca-

To compute the eigenvalues and eigenvectors, we form the variance-

covariance matrix (call it "C") by multiplying the original data matrix by its
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complex conjugate transpose. For computational reasons only it is
desirable to form the smallest variance-covariance matrix possible.
However, because there was no appreciable gain in computational speed,

we elected to form the larger 240 x 240 temporal matrix,

*
(C] =37 (WIW 1

%
where W = is the conjugate transpose of W. C is the sample covariance
matrix. The diagonal elements of C are the sample variance, and the off
diagonal elements are the covariances. The sum of the diagonal elements

of C (commonly known as TRACE[C)) is the total variance in the data

M
TRACEI[C] = 2 Ai ; where A{ = eigenvalues.
i=1

The percentage of the total variance accounted for by any of the

eigenvalues is easily calculated by Clearly the largest eigenvalues

i
YA
account for the largest percent of the variance. Each of the eigenvalues has
an associated eigenvector, and we find all of the eigenvectors [E] by the

eigenvector decomposition of C which is
[CILE] = [E][A]

[CIE] = [EI[AL

This yields M orthonormal time eigenvectors for each month. From the

vectors we extract spatial and temporal coefficients which, when properly
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mapped, yield time series and spatial patterns for a given eigenvector. We
are primarily interested in the largest eigenvalues and their associated
eigenvectors because they account for the largest percent of the variance.
Table 2 lists the percentage and cumulative percentage of the
variance for the first nine eigenvectors. The cumulative percentage of all
eigenvectors (modes) is 100%. Using the Overland and Preisendorfer [1982]
significance test for principal components, we determine that the first nine
modes are significant at the 95% level. Statistical significance implies that
the spatial patterns cannot be reproduced by a spatially and temporally

uncorrelated random process (i.e. the spatial patterns are not noise).

4.3 EOF Analysis

The temporal mean subtracted from the data is shown in Figure 12.
The physical interpretation of the mean pattern is as follows: The positive
curl (cyclonic) in the northwest corner is due to the Aleutian Low, while the
negative curl (anticyclonic) in the southern portion is due to the influence of
the high pressure cell that dominates the subtropical Pacific.

Our physical interpretation of the mean is supported by climatology.
The general atmospheric circulation of the N.E. Pacific can be
characterized by the Aleutian Low typically centered at 50°N, 180°W during
the winter months. In the spring this low pressure system relaxes and
moves northwestward. During the summer months the area is dominated

by the Subtropical High usually centered at 35°N, 150°W.
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by the Subtropical High usually centered at 35°N, 150°W.
The spatial modes obtained from the EOF analysis are deviations

from the mean shown in Figure 12. EOF analysis separates data into
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Table 2. Percent and cumulative percent variance for the first nine
eigenvectors computed from the curl of the COADS pseudo wind stress data
from 1970 through 1989. Over 40% of the total variance is accounted for by
the first three modes. The higher modes are attributed to noise.

Mode Number Percent Variance Cumulative Percentage
1 21.93 21.9
2 11.77 33.7
3 8.25 42.0
4 5.78 47.7
5 4.76 52.5
6 3.74 56.2
7 342 59.7
8 3.26 62.9
9 3.00 65.9
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Figl_n:e 12: Twenty year temporal mean COADS wind stress curl pattern.
Positive values are marked by solid lines, negative values by dashed lines.

Figure 12: Twenty year temporal mean COADS wind stress curl pattern.
Positive values are marked by solid lines, negative values by dashed lines.
Maxima are marked with and "H", minima with an "L". The large
positive (cyclonic) curl in the northwest corner is probably the mean
position of the Aleutian Low. The negative contours (anticyclonic) in the
southern portion of the figure are evidence of the subtropical high.
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major empirical patterns. Signals from one or more physical processes
may overlap to produce an EOF mode, making it difficult to relate a single
process to a particular EOF pattern.

Interpretation of EOF spatial patterns is based on the known physics
of the analyzed data and requires one to examine the spatial picture, the
time series and the mean simultaneously. The sign of the time series tells
us whether the spatial pattern is strengthened or weakened and whether it
adds to or subtracts from the mean. Because we are computing standing
EOF's, these modes are interpreted as standing wave patterns.

The most dominant spatial pattern is shown in Figure 13a. This
pattern is modulated by the time series shown in Fig. 13b-c. Notice that the
positive peaks occur mainly during the winter months. Regions of positive
curl are increased when the time series shows large positive peaks and
decreased when they are negative. The opposite is true for regions of
negative curl. When the time series is near unity, the pattern is as seen in
Figure 13a.

One can think of the EOF spatial modes in a manner similar to the
vibrating modes of a drum head; therefore, this pattern should be viewed as
high and low contours oscillating from positive to negative as modulated by
a time series. In the winter of 1978, for example, there is a large positive
peak in the time series (see Fig. 13b). The positive region of curl in the
southwest of the mode one spatial pattern is increased and added to the

mean spatial pattern. This is the annual southward (northward)
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mean spatial pattern. This is the annual southward (northward)
migration and intensification (weakening) of the Aleutian low in winter

(summer). The "H" contour near 55° N, 136° W is probably due to a low
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pressure system frequently located in that vicinity. The "H" contour in
conjunction with the diagonal band of negative contours establishes a
pressure gradient along the coast. This pressure gradient forces an
annual coastal sea level signal seen in the model solution which is
discussed in detail in the next section.

The power spectrum, for the first mode time series is shown in
Figure 13d. All spectra in this section are plotted in variance preserving
form and are smoothed in time with one Hanning pass. The majority of the
energy for this mode is contained in the annual period. There is also some
high frequency energy at eight and six month periods as well as some
interannual energy at 18 months.

Eigenvector 2 accounts for 11.77% of the variance, and its spatial
pattern is shown in Figure 14a. This figure shows the changes in the
location and intensity of the Aleutian Low and subtropical high that occur
during the Fall and Spring. This pattern is modulated in time by the time
series shown in Fig. 14b. Unlike the other modes, mode two is dominated
by the semi-annual period as shown by the spectrum in Figure 14c. From
climatology we expect to see intensification of the Aleutian Low in Fall and
and weakening in Spring. Conversely, we expect to see intensification of
the subtropical high in spring and weakening in fall. The diagonal band of
negative contours in the spatial pattern for mode one is also present in this
mode, but at a decreased intensity and higher frequency modulation. The

positive contours near 55° N, 136° W in mode one are also in this mode, but

e I o 4 S T Trus: R NI EU. IS U —_
positive contours near 55° N, 136° W in mode one are also in this mode, but
they appear to be of higher intensity and shifted to the east.

The third spatial pattern (Fig. 15a) accounts for 8.25% of the
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variance. The higher the mode, the lower the portion of the total variance
accounted for by the pattern, the more difficult it becomes to interpret its
physical basis. This pattern is modulated by the time series in Figure 15b.
The power spectrum (Fig. 15¢) shows almost all of the power in the annual
frequency. The features of this spatial pattern and their effects are similar
to those in modes one and two with slight variations of position, magnitude
and frequency.

Although modes four through nine are considered statistically
significant by the Overland and Preisendorfer [1982] method, they account
for less and less of the total variance of the data. The physical basis for
these modes is not well understood, therefore, they are not discussed
further.

To summarize: Over 40% of the variance in the curl of the COADS
pseudo wind stress is accounted for in the first three modes. The dominant
(first mode) spatial pattern oscillates primarily 6n an annual period and
establishes a pressure gradient which results in a forced coastal signal

seen in the model results.
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Figure 13a: Contour plot of the spatial pattern for EOF mode one. The high
contour in the southwest corner reflects the annual southward migration of
the Alantian Taw The other hioh contour near 55° N. 136° W is believed to

Figure 13a: Contour plot of the spatial pattern for EOF mode one. The high
contour in the southwest corner reflects the annual southward migration of
the Aleutian Low. The other high contour near 55° N, 136° W is believed to
be caused by a low pressure system frequently located there. The diagonal
band of negative curl influences the model results forcing an annual signal
along the coast.
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Figure 13b-c: (b) Twenty year time series of EOF mode one with the 12
month running mean superimposed showing the interannual variability.
Maxima (minima) normally occurring during winter (summer) months.
(¢c) Detailed plot of the four years of pseudo stress used to force the model.
The,spatial, pattern in Fig. 13a is multiplied by this time series. There is an
Maxima (minima) normally occurring during winter (summer) months.
(¢) Detailed plot of the four years of pseudo stress used to force the model.
The spatial pattern in Fig. 13a is multiplied by this time series. There is an
intensification of the spatial pattern for large positive peaks, little change
when the time series is near unity, and the opposite pattern (positive and
negative contours reversed) for large negative peaks.
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Figure 13d: Power spectrum of EOF mode one. The abscissa units for

log1g(frequency) in this and all spectra plots in this section is months'l, and
the ordinate units are energy multiplied by frequency. This plot shows that
L“Lgure 10Q: rower B‘pBULL'LU_Ll UL lvur muvuc Olhic, 1lic duouiowa wiiive awvd
logg(frequency) in this and all spectra plots in this section is months'l, and
the ordinate units are energy multiplied by frequency. This plot shows that
the annual period (spike at -1.1) dominates. There also is some energy at
the semi-annual (spike at -0.75) and interannual periods (spike at -1.25).
Thus the variations in the spatial pattern in Fig 13a occur predominantly
over periods of one year.
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Figure 14a: Contour plot of the spatial pattern for EOF mode two. The
negative contours in the lower portion indicate that the intensity of the
subtropical high is increased (decreased) when the time series in Fig. 14b is
positive (negative). Likewise, the "H" contour in the mean representative of
the Aleutian Low is weakened (intensified) and moved northwestward
(southeastward) when the time series is positive (negative). This
interpretation is supported by climatology. The diagonal band of low
CABF NIER AT LEW Hi7wdddedtun (s sesn . sre.. but. at 2 much smaller
(southeastward) when the time series is positive (negative). This
interpretation is supported by climatology. The diagonal band of low
contours seen in Fig. 13a is also seen here, but at a much smaller
amplitude. The high near 55° N, 136° W in mode one is also present in
mode two, but is larger and shifted to the east. The power spectrum for this
mode indicates that this pattern's primary period of oscillation is six
months.
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Flgure 14b: Time series plot of EOF mode two. The spatial pattern in Fig.
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Figure 14b: Time series plot of EOF mode two. The spatial pattern in Fig.
14a is multiplied by this time series, causing intensification for large
positive peaks, little change when the time series is near unity, and
creating the opposite pattern (positive and negative contours reversed) for
large negative peaks.
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Figure 15a: Contour plot of the spatial pattern for EOF mode three.

Patterns and their oscillations are similar to those described in modes one
and two.
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Figure 15b: Time series plot of EOF mode three. The results of the
multiplication of the spatial pattern in Fig. 15a with this time series is the
same as it was for the previous two modes.
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Figure 15¢: Power spectrum of EOF mode three. All of the energy is
contained in the annual signal.




5. Results

5.1  Model Features

This is the first time a fine resolution, one and a half layer, reduced
gravity model has been successfully run at these high latitudes. Figure
16a-c graphically compares the different grid spacing for several popular
models. The figure shows the model domain superimposed with various
model grid resolutions. The five degree resolution shown in Figure 16a is
typical of coupled models, the one degree grid (Fig. 16b) is typical of global
circulation models (GCM), and the 1/3 degree resolution shown in Figure
16¢ is used in WOCE community modelling effort (CME) models (see Bryan
and Holland [1989] for details of CME models). Kubota and O’Brien [1988]
use 1/4 degree resolution in their equatorial Pacific Ocean model (not
shown) and Johnson and O’Brien [1990b] use 1/12th of a degree resolution
for their central Pacific model (also not shown). If we were to superimpose
the 1/40th of a degree resolution on the domain shown in Figure 16a-c, the
coastal outlines would become indistinguishable.

High model resolution is required in order to resolve the regional
physics. To resolve the physics properly, one must resolve the internal
Rossby deformation radius, which at these latitudes (45°-60° N) is on the

order of 3-11 km. The model resolution of 1/40th of a degree, which is equal
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order of 3-11 km. The model resolution of 1/40th of a degree, which is equal
to 1.4 km at 60° N, is less than the Rossby radius of deformation and thus

enables the model to resolve features of this size adequately .

55
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The high resolution model reproduces the observed upper ocean
general circulation in the Gulf of Alaska quite well. An animated color
visualization (not shown) of the model results from 1986 through the end of
1989 shows the following features:

The omnipresent Alaskan Gyre is well developed showing seasonal
and interannual variability. South of the gyre is the eastward flowing
Subarctic Current, bifurcating as it impinges upon the West Coast of North
American to form the southward flowing California Current and the
northward flowing Alaska Current. The Alaska Current continues to
track north and west along the continental slope. The Alaska Current
narrows and intensifies south of Kodiak Island and flows southwestward
out of the domain completing the gyre. Near 145° W the westward flowing
Alaska Current divides, one portion remaining close to the coast, the other
merging back into the Alaska Current. The portion remaining near the
coast resembles the Alaska Coastal Current (ACC).

The features described in the previous paragraph are shown in
Figure 17. The most prominent feature is the well developed Alaskan Gyre
centered near 57° N, 147° W. In the lower portion of Figure 17 we see the
model representation of the eastward flowing Subarctic Current which
splits or bifurcates when it impinges upon the North American Continent.
The weak, disorganized flow in the bifurcation region is characteristic of
this region (Royer, personal communication). The central eastern portion

of the model domain shows the northern branch of the bifurcation, more
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of the model domain shows the northern branch of the bifurcation, more
commonly known as the Alaska Current. This shows that the model

provides a good simulation of bifurcation regions and of diffuse eastern
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Figure 17: Model solution for 15 JAN 88. The arrows represent surface
velocity vectors whose length is proportional to speed which is scaled in
relation to the one cm/sec vector in the lower right hand corner. The cross
isopycnal flows marked by very small velocity vectors are extremely weak
but nevertheless show agcostrophic flow. The colors represent model upper
layer thickness (ULT) or depth to the thermocline (in meters) which is an
analog of sea surface height. The color bar shows that the reds represent
deep ULT (high sea surface height/downwelling region) and the blues
represent shallow ULT (low sea surface height/upwelling region). The
Alaskan Gyre is scen in the upper left hand portion of the domain color
contoured from cyan to purple. The eastward flowing Subarctic Current in
the southern portion of the figure splits as it impinges on the continental
boundary. It flows northward as the Alaska Current and following the
coastal geometry bends westward until it flows southwestward past Kodiak
Island. The Alaska Current splits near 145° W and a portion of the curvent
hugs the coast similar to the ACC, while the remainder of the current
continues flowing west, . Soukh of Kodiak fhe Alaskafeatbant RO wgAad
Island. The Alaska Current splits near 145° W and a portion ol the current
hugs the coast similar to the ACC, while the remainder of the current
continues flowing west. South of Kodiak the Alaska Current narrows and
intensifies forming into the Alaskan Stream. This demonstrates the ability
of the model to simulate the Alaskan Gyre, bifurcation regions, and eastern
and western boundary currents as well.
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boundary currents. The Alaska Current continues to flow north along the
Canadian and southern Alaskan coasts. In the northern Gulf of Alaska
the flow turns westward and eventually flows southwestward south of
Kodiak Island and the Alaskan Peninsula. Near 145° W a portion of the
Alaska current splits to the north of the main flow hugging the coast in a
manner similar to the ACC. The intensification of the flow south of Kodiak
is indicative of the formation region of the Alaskan Stream. This result
also demonstrates the ability of the model to replicate western boundary
currents.

The general model results described in the previous paragraphs
display a distinct annual cycle. The wind forced model solution reveals a
coastal signal that propagates from 50° N northwestward along the coast
beginning in early winter and arriving at Kodiak several months later;
suggesting considerable phase difference along the coast. This coastal
signal is driven by the model forcing and can bé seen in the dominant
annual and semi-annual wind stress curl patterns shown earlier in EOF
modes one and two which increase in amplitude from southeast to
northwest. The model sea level responds first in the southeast, near 50° N,
then increases towards the northwest. High sea level initially forms along
the Canadian coast during the late fall season as seen in Figure 18a. In
about two or three months the sea level all along the coast has increased in
amplitude. The high sea level signal in Figure 18a moves northward and

covers the entire coast from 50° N to Kodiak Island by February (Figure
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covers the entire coast from 50° N to Kodiak Island by February (Figure
18b). The sea level signal begins to fall in early spring (Figure 18¢), and by

early fall, there is relatively low sea level along the entire coast (Figure 18d).
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Figure 18a-d: This series of figures shows the seasonal coastal sca level
signal of the model results. Ifigure 18a shows the high coastal sea level
(thin red band) beginning to form in November near 53° N. The red band
increases in magnilude (thickness) and reaches its northern extent (near
Kodiak island) by IFebruary 1988 (I'ig.18b). The decrease in coastal sca level
occurs in the spring, beginning in the southeast and continues Lo decrease
throughout the summer. By mid June, the southern extent of the high sea
level signal has moved north from 50° N to north of Queen Charlotie Island
(Flgme ]8(:) 'Ilns Lrend conlmueq thoughout the summer so that by cmly
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throughout the summer. By mid June, the southern extent of the high sea
level signal has moved north from 50° N to north of Queen Charlotte Island
(I'igure 18¢). This trend continues throughout the summer so that by carly
fall the sca level is lowest all along the coast (Ifig. 18d). Also notice the red
blocking feature northeast of Kodiak Island in Figure 18d. This feature
temporarily disrupts the flow through the Strait during the Ifall.
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From September to November, a large blocking feature forms northeast of
Kodiak temporarily disrupting the flow through Shelikof Strait (Figure
18d). During the remaining months of the year weak flows pass through
the Strait. The annual model sea level signal (high (low) sea level in late
winter (summer)) is in general agreement with observed annual sea level
trends.

In addition to the general model results, there are some specific
features generated by the model that warrant further discussion. The
model occasionally generates an anticyclonic feature near 58°N, 140°W that
resembles the Sitka eddy (Figure 19). This feature can be found in the
model solution during all four seasons of the year, and persists for at least
two to three months. In contrast with observations of the Sitka eddy by
Tabata [1982], the model feature is smaller and does not propagate.

Another interesting feature generated by the model is an intense
cyclonic eddy feature northwest of Queen Charlotte Island shown in Figure
20. This eddy persists for up to four months typically forming in January
and remaining until May. Strong currents on the order of 10-15 cm/sec
surround this eddy with large current shear to the west. Figure 21a-b
shows a decrease in the strength of this feature from one year to the next,
demonstrating the annual variability within the model solution. While we
are exploring the driving mechanisms of this eddy, the model physics
dictate that it cannot be due to baroclinic instabilities, nor any

thermodynamic processes. Rather, it must be a result of the wind forced
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thermodynamic processes. Rather, it must be a result of the wind forced
solution, possibly modified by topographic effects as the fluid tries to

conserve its potential vorticity. This feature has not yet been reported in the
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Figure 19: Model solution for January 15, 1988 showing the anticyclonic
feature near 58° N, 136° W, which is similar to the Sitka eddy. It is found at
various times throughout the model solution.
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Iigure 20: The model generates a cyclonic eddy feature shown by the
circular purple contours northwest of Queen Charlotte Tsland  The addv

[igure 20: The model generates a cyclonic eddy feature shown by the
circular purple contours northwest of Queen Charlotte Island. The eddy
forms in January and persisis until May. Its formation is believed to be a
result of wind lorcing and topographic effects in conjunction with potential
vorticity conservation.
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Figure 2la-b: The upper(a) and lower(b) figures show the annual
wrawinhiliter af tha avolanie addw faaturs narthwest of Queen Charlotte Island.

Figure 2la-b: The upper(a) and lower(b) figures show the annual
variability of the cyclonic eddy feature northwest of Queen Charlotte Island.
There is considerable decrease in the size of the feature (based on contours
of ULT shown) from February 9, 1987 to February 9, 1988. This figure
demonstrates the interannual variability of the model solution.
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literature. When the model is run without bottom topography, these eddy
features are not present.

Model volume transports for the first baroclinic mode were computed
along 555 km transects south of Cordova, Alaska and southeast of Kodiak
Island for 1986 through 1988. Contours of transport (in Sverdrups)
integrated over 1/2 degree intervals are shown in Figure 22. The figure
shows the annual variability of the transport near the coast, corresponding
to the annual coastal sea level signal shown in Figure 18a-d. Transport
values are nearly constant offshore with some eastward transport values at
the farthest stations which have crossed the center of the Alaskan Gyre.

The results from model year 1989 (not shown) are quite different
compared with the results for 1986-88. All of the features described
previously in this section are present in model year 1989, but they are of
weaker intensity. These differences can only be attributed to changes in the
model forcing function. Examination of the time series for EOF mode one
(Fig. 13b) shows that the curl is at its minimum strength during year 1989,

so these differences are not unexpected.

5.2  Model Validation
One of the features of reduced gravity baroclinic models is that they
tend to replicate the sea surface height (SSH) very well. Comparisons of

model "h" fields with monthly mean sea level have been used previously by

Busalacchi et al. [1983], Pares-Sierra and O'Brien [1989] and Johnson and

mogel N Irelas witl montnly mean sea level have been used previously by
Busalacchi et al. [1983], Pares-Sierra and O’Brien [1989] and Johnson and
O’'Brien [1990b] to verify model results.

Initial attempts to verify model results were made by comparing
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Figure 22: Contours of model transport (in Sverdrups) for 1986 through
1988 integrated over one half degree bands along five degree transects south
of Cordova (upper) and southeast of Kodiak (lower). Station ten is nearest
the coast so values there represent transport integrated from the coast to
one half degree offshore. Negative values indicate westward transport.
The values at station nine are transport values integrated over the half
degree band between stations ten and nine, and so on for stations further
offshore. In the upper figure we see the seasonal variability of the ACC
near station ten (nearshore). Transport maxima occur in Spring, minima
in Fall, corresponding to the red coastal sea level signal shown in Figure
18a-d. Further offshore (stations 5-1) the transport becomes fairly steady as
we approach the interior of the Alaskan Gyre. Southeast of Kodiak (lower
figure) we find peak transports occurring in June/July. The concentric
contours near stations 9-7 are indicative of the narrowing and
intensification of the Alaska Current in this the formation region of the
figure) we Hnd peak {ransports dccuTANE th JAREMALY. TIHE %Cdhbei i
contours near stations 9-7 are indicative of the narrowing and
intensification of the Alaska Current in this the formation region of the
Alaskan Stream. As before we see weakest transports during the Fall.
Further offshore the flow becomes fairly steady and there is even some
eastward transport (indicated by the positive values) as the transect crosses
the center of the Alaskan Gyre (stations 3-1).
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model "h" field data with monthly mean sea level data obtained from
Permanent Service for Mean Sea Level (PSMSL) and National Ocean
Service (NOS). These monthly means are computed by simply taking the
mean of all of the hourly heights for a given month after removing the tides.
A plot of the available monthly mean sea level data (Fig. 23) shows a very
coherent signal along the coast.

High frequency information from storms may be aliased into the
aforementioned monthly mean sea level data, so we analyzed the hourly
NOS sea level data statistically and extract an unaliased monthly mean.
Raw power spectra of the hourly data for the years 1986-1989, inclusive at all
stations revealed energy in the tidal frequency band (12, 24 hour and
fortnightly), seasonal band ~0O(40-50 days), semi-annual, annual and
interannual bands (see Figure 24a-c). We see very little energy in the four
to ten day "storm band", indicating a complex response of the ocean to wind
stress. But, because there is still some high frequency information aliased
into the monthly mean, we filtered the hourly data using a 10th order, low
pass (20 day cutoff) Butterworth Filter, using a 5% cosine taper on both ends
to reduce start-up transients. We then sub-sampled the filtered hourly data
and obtained a monthly mean which we believe is a better monthly mean
value because aliasing is reduced.

Model validation is accomplished by making comparisons of model
ULT with filtered hourly NOS sea level data shown in Figure 25a-c. Figure

25a shows exceptionally good agreement between the NOS data and the

B e B N R O I I B O L 1uiy Audiv,. LI ULT

25a shows exceptionally good agreement between the NOS data and the
model "h" field at Neah Bay which is in the southeastern portion of the

model domain. This agreement breaks down north of Neah Bay along the
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Figure 23: Monthly mean sea level data obtained from PSMSL and NOS.
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Figure 23: Monthly mean sea level data obtained from PSMSL and NOS.
The plots are scaled so that distance along the coast, vice amplitude is
plotted on the y axis. All of the sea level stations are in phase showing no
propagating features along the coast. Note that the annual peaks shift back
15-30 days per year.
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Figure 24a-c: Raw power spectra of hourly NOS sea level data. The
majority of the energy lies in the diurnal and semi-diurnal frequency bands
(spikes at 0.0805 and 0.041). Additional energy is contained in the annual

signal (spike at 0.2 x 10 *3) and fortnightly tides (spike at 3.1 x 107%). Little
eneregy was found at the "storm band" frequencies of four to ten days. The
(spikes at 0.0805 and 0.041). Additional energy is contained in the annual

signal (spike at 0.2 x 10 '3) and fortnightly tides (spike at 3.1 x 10'3). Little
energy was found at the "storm band" frequencies of four to ten days. The
scale of the abscissa is changed to allow the reader to examine details of the
spectra. Other stations yielded similar spectra, Sitka chosen for example
only.
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Figure 25a-b: Comparison plots of filtered NOS MSL versus model "h" field
data. The southeastern most station, Neah Bay, agrees exceptionally well
with the model (a). At Sitka, however, there is poor agreement in
amplitude and phase (b).
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Figure 25¢: This figure shows improved agreement at Kodiak, but it is still
not as good as Neah Bay.
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irregular Alaskan coast. It is poorest at Sitka (Fig.25b) where there are
obvious phase shifts and incongruous amplitudes. In the western portion
of the domain (i.e. at Kodiak), the agreement has improved slightly (Fig.
25¢). This lack of agreement along with the annual coastal signal
discussed earlier contradicts the observed sea level shown in Figure 23.
However, the spatial pattern in EOF mode one (discussed in section four)
suggests an annual wind stress forcing that establishes a pressure
gradient along the coast, forcing the model solution shown in this section.
Lack of agreement with mean sea level therefore, may be due to an
incomplete understanding of the ocean's response to wind forcing,
particularly at high latitudes, and not necessarily due to any model
shortcomings.

As stated in section two, Reed et al. [1981] and Brooks and Bane [1981]
were not able to find any obvious correlations between their measured
current velocities and weekly mean sea level along the coast. Reed et al.
[1981] concluded that the effects of velocity fluctuations in deep water over
the slope did not seem to be transmitted over the shelf and were not readily
apparent at the coast. It may be possible therefore, that we should not
expect good agreement between model sea level and observed mean sea level
at high latitudes and/or in this particular region.

Model results are also verified through a visual comparison with a
four layer, finite depth, 1/8th degree Pacific basin model presently being

run at NOARL (Hurlburt, personal communication). A visual comparison

Iour layer, IInite uepuil, 1/OLIl UBEIEE [ allilG uddlll LIIUUCL P1COTILULY MGLILE
run at NOARL (Hurlburt, personal communication). A visual comparison
of a sub-region of the NOARL model domain for 15 January of model year 66

with our model result for the same time of year shows very good agreement
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between the two (Figure 26a-b). Both models produce similarly shaped
gyres. Convergence of the flow occurs in the same location in both models,

near the formation region of the Alaskan Stream.
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Figure 26a-b: 'T'he upper fligure shows the frec surface deviation for the
NOARIL Pacific basin model. The NOARIL model coastline is plotted as the
200 meter isobath. Both ULT and free surface deviation are analogous to sea

Figure 26a-b: 'T'he upper ligure shows the frec surface deviation for the
NOARL Pacific basin model. The NOARIL model coastline is plotted as the
200 meter isobath. Both ULT and free surface deviation are analogous to sea
surface height. Visual comparison of the model result for the same month
(lower figure) with the NOARL model is excellent. The gyres look basically
the same with converging contours near 148° W.
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6. Conclusions

We have demonstrated that a very high resolution, reduced gravity,
baroclinic model simulates many of the observed oceanographic features in
the Gulf of Alaska. Qualitative comparisons with other model and
observational data are excellent. It is the highest resolution model of its
type ever run at these latitudes, testing the limits of applicability for
reduced gravity models. We believe that the temporally and spatially
coarse winds used to drive the model are the primary reason why the model
cannot excite numerous small scale eddies.

However, this model accurately reproduces many of the general
features of the region such as the Alaskan Gyre, the Subarctic Current, the
Alaska Current, the Alaska Coastal Current, and the Alaskan Stream.
The model circulation displays seasonal and interannual variability. In
addition, the model solution produces an anticyclonic eddy in the region
where the Sitka eddy is known to form, and the model generates an an
intense cyclonic eddy northwest of Queen Charlotte Island that has yet to be
documented. This finding warrants further investigation to determine
whether this eddy is a valid feature.

The model evolution (supported by EOF analysis of the wind stress
curl) suggests that the wind-forced coastal sea level signal propagates

annually along the coast from southeast to northwest, although the

wvilar s [CAVE CUiouo Tutia @ viie vrdfaiivu tvivewu vwvawvar ol Tiu vy ur® oirgaias ERVEVITE-NIRTIVIN]
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annually along the coast from southeast to northwest, although the
observed sea level records suggest a signal that is more in phase.

Comparison of model results with observed mean sea level is exceptionally

7
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good in some areas and poorer in others. The model shows excellent
comparison with a NOARL Pacific basin model. Model verification using
GEOSAT altimetry data is currently being studied. Efforts are also being
made to extend current work to include remote forcing from coastal Kelvin

waves and to increase the frequency of the forcing wind field.
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