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Abstract

A variational method is adapted to produce five-day averaged wind
fields from SEASAT scatterometer and ship data with one-degree resolution
for the 1978 summer monsoon period over the Indian Ocean. A cost
functional, containing five terms, measures the closeness of the resultant
field to input data, the smoothness of the data compared to climatological
values, and approximations to the kinematic properties of divergence and
curl of the climatology.

The variational method is used first for 30-day results over the Indian
Ocean. Ten and five-day results are then calculated, each based on the
previously determined longer term results. The results reveal five-day time
scale information about the intramonsoonal variability of the region in six
areas of interest including the monsoon and trade wind regions. The
position of the Findlater Jet is found to be southwest of the mean position
and the trade winds appear to be stronger than normal throughout this
monsoon period.

A sensitivity analysis is performed on the results to determine the
effects of the free parameters of the variational scheme on different response
functions. This objective method determines the free parameters of the cost

functional terms. The wind magnitudes are found to be most sensitive to

functional terms. The wind magnitudes are found to be most sensitive to
the smoothing term especially in regions of erroneous or noisy data. The

smoothing term is also the only one to have a negative effect on the
ix



response function, i.e. the only term which when increased (decreased)
results in a decrease (increase) in the overall wind magnitudes. The curl of
the winds were found to be most sensitive to the scatterometer data term
especially in regions of sparse ship data. Here two of the four parameters
have negative effects on the overall curl and therefore decrease the average

curl of the field with increasing weight value.



1. Introduction

Estimating wind fields over the northern hemisphere oceans on
monthly time scales is possible with conventional ship data. The southern
hemisphere has comparatively little ship or buoy data. Creating wind fields
on weekly time scales from these data is necessary to retain important
synoptic scale information. Unfortunately, many of the available
observations contain instrument, measurement, and transmission errors
(Pierson 1990; Legler et al. 1989; Legler 1992). In order to use the vital
information contained in the observations but remove erroneous data, this
study uses a variational technique originally developed by Sasaki in the
1950's and developed by Stephens in the 1960's in which models of the
atmosphere are developed (see Sasaki 1958 and Stephens 1965). These
models are improved upon in the 1980's by Hoffman (1982, 1984) by
introducing additional constraints into the minimization of a cost
functional. The direct minimization technique in this study is an attempt to
improve the technique applied by Legler et al. 1989 to combine in situ data
with satellite data to obtain 30-day wind fields over the Indian Ocean. Ten
and five-day mean fields are also computed and the short term variability of
the study region is examined. These five-day wind fields are important not

only to examine the monsoon region and Indian rainfall, but also to study

the study region is examined. These five-day wind fields are important not
only to examine the monsoon region and Indian rainfall, but also to study

the heat budget over the ocean and apply the information to ocean models

1



(Bruce (1983)). In addition, the effectiveness of remotely sensed data can be
evaluated as the observations are used to supplement the conventional ship
data. These wind field analyses are also useful in many commercial
application areas, such as offshore drilling rigs, the fishing industry, ocean
mining, and ship routing (O'Brien et al. (1982)).

Many techniques have been used to deal with the problem of the lack
of available data over the open ocean. Rao et al. (1978) used air trajectories to
calculate wind fields over the equatorial Indian Ocean. Estoque and
Fernandez-Partagas (1980) were able to study a very small area of the
monsoon synoptic wind fields by blending conventional data with satellite
observations. The study did not use a minimization scheme or any type of
climatology to enhance the wind fields. Utilizing the available satellite
observations, Stout and Young (1983) calculated the geopotential field by
using satellite wind fields over the Indian Ocean. Harlan and O'Brien (1986)
assimilated scatterometer wind fields into surface pressure fields over the
North Atlantic to examine the 1978 QE II storm. |

Based on the effectiveness of the combination of ship and Sea
Satellite-A microwave scatterometer (SASS) data given by Estoque and
Fernandez-Partagas (1980), Harlan and O'Brien (1986), and Legler et al. (1989)
for example, this study will use SASS data to improve five-day wind fields of
conventional data over the Indian Ocean. The reasons for this combination
are that the coverage of the ship data is concentrated near land and in
narrow shipping lanes and the coverage of SASS data is more complete.

Since the monsoon region is one of the most variable regions in the world

narrow shipping lanes and the coverage of SASS data is more complete.
Since the monsoon region is one of the most variable regions in the world
on the synoptic scale, a study of the five-day variability will yield specific

information unavailable from climatologies or scattered ship observations.



This study will prove more efficient in determining a one-degree gridded
analysis on the five-day time scale because it includes the reliability of the
ship data, the good coverage of the SASS data, and some knowledge of
climatological data. In addition to its effectiveness, this study is different
from other direct minimization studies due to its use of satellite
observations and its short time scale analysis of such a large study region.

It will be found that the combination of ship and SASS data as well as
climatological constraints creates a realistic and viable wind field on five-day
time scales. In areas of sparse ship data where perhaps one observation is
made during a five, ten, or even 30-day period, the data are unrepresentative
of the true synoptic scale features. These regions present problems due to the
diminished certainty in the data. The 30-day results contain intramonsoonal
variability that is evident throughout the ten and five-day results. The
validity of this variability and the ability of the minimization technique to
represent it is the focus of the study.

A sensitivity analysis performed on the 30-day results contains
information on the ability of the constraints in the functional to affect the
results. This analysis calculates parameters which show how the weights
and associated constraints in the functional affect the results. Global and
local sensitivity parameters will show and quantify that the different
constraints have different effects overall and in specific areas of the study
region. These parameters reveal areas of high or low sensitivity of each of
the constraints in the cost functional. As these weights are varied, the

influence of the constraints varies and ultimately changes the resultant

the constraints in the cost functional. As these weights are varied, the
influence of the constraints varies and ultimately changes the resultant
fields. The weights are estimated based on criteria that measure these

changes in the resultant field. These critieria are based upon what can be



determined to be the true solution based on well sampled areas. These
weights are then deemed the "best," or optimal, weights for the study.
Finally, an rms-type error, the local sensitivity error, will be calculated to
show how small errors in the results occur as a function of uncertainty in
the weights, thus allowing for a margin of error in the selection of the
optimal weights.

The study begins with a description of the data that will be used in the
objective analysis in section 2. Section 3 explains the variational objective
analysis method. Section 4 describes the results and their variability. A
sensitivity study of the results will be discussed in section 5 and a summary

and conclusions will be given in section 6.




2. Data Sets

2.1 COADS CMRS5 Ship Data

The ship wind reports for this study are obtained from CMR5
Comprehensive Ocean Atmosphere Data Set (COADS) (Slutz, et al. (1985)).
The data are extracted from COADS for the Indian Ocean region, 25°E to
125°E, 32°S to 32°N. Data from the time period 7 July 1978 to 10 October 1978
coincide with the Sea Satellite (SEASAT) mission. Ship observations for all
five, ten and 30-day periods in the SASS data set are averaged into 1° by 1°
boxes. For each of these periods throughout the study period, observations
of wind speed greater than three standard deviations from the mean of the
domain for that period are considered to be in error and taken out of the
data set. Less than one percent of the observations are eliminated by the

criterion.

2.2  SASS Data

Originally, the ERS-1 scatterometer data were selected to be used in
the minimization technique. Unfortunately, due to serious problems with
the initial data from this satellite, the data are not useful in research. In the
future, these data could be used to study more recent events in the monsoon

and other regions. Instead, much older, but more reliable data information

future, these data could be used to study more recent events in the monsoon
and other regions. Instead, much older, but more reliable data information

will be used. Data from the SEASAT-A microwave scatterometer (SASS)
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will be used for the period 7 July 1978 to 10 October 1978. The surface wind
direction and speed are determined from scatterometer measurements of
backscattered radar signals. The strength of the signal varies with the
roughness of the surface and therefore the strength of the wind. The
individual data are accurate to = 2 m s1 and #+ 20° in direction. SASS
estimates wind vectors at a height of 19.5 m over the open ocean on a 100
km grid with dual swaths on either side of the satellite path. The original
SASS vectors had problems due to biases and aliases either with the
instrument itself or with the model parameterization of the winds (Wentz
(1986)). Before dealiasing, the SASS vectors were actually as many as four
different wind vector solutions, or aliases, for each observation location.
Each of these vectors had approximately the same magnitude, but different
directions. The data used in this study are the dealiased SASS data from
Wentz (1986) with aliases chosen according to Kalnay and Atlas (1986).
Because of the dealiasing scheme, no dealiased solutions are available
within 2° - 4° of land. The data coverage is much more evenly spaced than
conventional ship data and coverage on time scales of a few days is nearly
complete (Figure 1). All available SASS data will be used as a supplement to

the ship data in this study.

2.3  FSU Climatological Winds

The FSU climatological winds (see Legler et al. 1989; Legler 1991a) for

July through October over the Indian Ocean were stored on a one-degree

The FSU climatological winds (see Legler et al. 1989; Legler 1991a) tor
July through October over the Indian Ocean were stored on a one-degree

grid for the study region. The data were converted from the stored



pseudostress components, tx and Ty, into the u and v components of the

wind using the formulae,

Vo= (1 + ty2)1/4

T
T
u=-=, v =2

\ \Y

These winds are nine-year means (1977 - 1985) for each calendar month of
the year.

These climatological data represent a unique region of the world
where the winds reverse during the course of the year (Hastenrath 1991;
Ramage 1971; Yasunari 1991) (Figure 2). The summer monsoon season
extends from July to early October before beginning the transition into the
winter monsoon with lasts until January. The winds exhibit their largest
magnitude in July during the southwest monsoon over the Arabian Sea and
the Bay of Bengal. The winds decrease in magnitude near the equator but
demonstrate strong, steady southeast trades in the Southern Hemisphere.
The South China Sea region also has strong winds that change direction
with the monsoon. Through the period of August to October, the Arabian
Sea and Bay of Bengal monsoon winds decrease in magnitude slowly and
begin to reverse. A strong line of convergence and wind reversal forms in
the South China Sea. The steady trade winds in the Southern Hemisphere
continue while the winds west of Australia strengthen and are directed

toward the north. The smallest magnitude winds occur in the southwestern

continue while the winds west of Australia strengthen and are directed
toward the north. The smallest magnitude winds occur in the southwestern

region of the Indian Ocean.
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Typical five day coverage (7 July to 12 July 1978) of ship data
(top) and SASS data (bottom) each average on a 1° grid.
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Figure 2.

The FSU climatological winds from original pseudostress for

tha TnAdianm Manan vanian far tho manth Af Tl (£an) anAd Anoniat

The FSU climatological winds from original pseudostress for
the Indian Ocean region for the month of July (top) and August

(bottom). Contours are of vector magnitude in m s1.
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October (bottom).



3. Data Analysis Method

This study uses a variational scheme called direct minimization, in order
to provide gridded wind fields. This objective analysis technique has been used
on other data sets and other meteorological parameters (see Sasaki 1958;
Stephens 1965; Hoffman 1982, 1984, Legler et al. 1989, and Legler 1992). The
direct minimization technique defines a positive definite cost functional which
is minimized. The individual terms of the functional represent the lack of fit of
several factors including kinematic properties of the wind to different aspects of
the resulting wind field. Climatological kinematic patterns of divergence and
curl are used as constraints in order to help form proper kinematics of the
resulting fields. The ship and SASS observations are used in the cost functional
to constrain the resulting field to conform to the data. The Laplacian of the
climatology also is used to have a smoothing effect on the results by placing a
constraint on the Laplacian of the results.

The cost functional used to produce objective wind fields is shown
below. The idea is basically a least squares fit to the combination of these data.
The solution must be found such that the cost functional, F, is a minimum. That
is, the solution and the data are in agreement as closely as possible under the
criteria used. We require that the weighted sum of the squares be a minimum

and that the weights be reflected by the importance of the constraint that they

criteria used. We require that the weighted sum of the squares be a minimum
and that the weights be reflected by the importance of the constraint that they

multiply in the cost functional.
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o Y NehipO6Y) (U - Uship2 + (V- Vship)?)
X,y

+ B 2 Ngass (X, Y) [(u - usass)2 + (v- Vsass)z]
X,y

+ 148 Z [(Vz(u - ucum))z + (Vz(V - Vclim))z]

Xy

+ L2 A z (6 : (v - i;clim))z
Xy

v L2 YKV 5 (V- V)
X,y

The components of the averaged ship and SASS observations are Uship , Vship
and Usass , Vsass, respectively. The components of the climatological wind,
'\_/'dim, are Uclim and Vv clim-

It is important to have uniform dimensions for each term. Therefore, the
last three terms are multiplied by a length scale, L. The value of L is one-degree
latitude in order to make all of the terms the same dimension.

The ship and SASS data are weighted by the logarithm of the number of
observations that are available in each grid box in order to have a smoother
transition of weights between grid boxes with different numbers of

observations. Thus, in a box with no observations, the weight is set to zero and

in a hox with ten ohservations. the weight is set to one. For the ship data, this is

observations. Thus, in a box with no observations, the weight is set to zero and
in a box with ten observations, the weight is set to one. For the ship data, this is

simply the total number of observations in each period. For the SASS data, the
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observations on a given single pass of the satellite in each grid box are summed
into a composite observation. It is these composite observations that are totaled
and averaged together like the ship observations. The averaged ship and SASS
data are used as the initial guess for the minimization so that the resultant field
will contain all specific characteristics dictated by the actual observations.

The coefficients, or weights, (o, B, 8, A, 1 ) allow each term to be weighted
according to the determined contribution to the functional. The weights are not
defined by the minimization technique and must be determined for each
independent study. Since they are all chosen relative to one another, the
arbitrary choice of the first weight being set to unity is made. Criteria are used
here that give guidelines for the choice of the remaining weights. The four
remaining free weights are chosen subjectively based on the terms they
multiply. Each term confributes differently to the results and are shown via the
criteria discussed in section 4.1 that the weights may be considered as tuning
parameters for the results (see also Hoffman (1984)). Careful experimentation
using these criteria allow each weight to be determinéd.

The terms in the functional each represent a different quantity to be
minimized. The first term is the data misfit of the resulting wind field to the
averaged ship data wind field. The minimum forces the results to agree with
the input ship velocity. The ship data also are used as the first guess of the
solution and the weight of this term, o, is arbitrarily set to unity. Any initial
guess field, i.e. a constant field, should eventually lead to the minimum of the
cost functional. However, a better first guess leads to faster convergence of the

technique. The second term similarly forces the fit except to the averaged SASS

cost functional. However, a better first guess leads to taster convergence of the
technique. The second term similarly forces the fit except to the averaged SASS
data. The last three terms describe indirect fits to the climatology of the Indian

Ocean. The third term is the Laplacian of the difference between the resulting
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and climatological winds. This term smoothes the winds and forces
connectivity between consecutive locations on the grid. The next term is one of
two kinematic constraints. It requires the fit to be similar to the climatological
divergence. The last term requires of the curl of the climatological winds to be
similar to the results. Hoffman (1984) experimented with the use of these
kinematic constraints to determine their usefulness. He found improvements in
the wind fields using the new kinematic terms relative to his previous study
(Hoffman (1982)). Legler et al. (1989) also experimented with these terms and
the sensitivity of the results to them. He found that changes in the divergence
term had little effect on the curl field and vice versa. The sensitivity analysis in
section 5 describes the effects of changes in the weights on different response
functions. It is found that small changes in each of the weights results in
changes in the resultant field. These changes are measured and incorporated
into the selection of the optimal weights. The sensitivity analysis also reveals
the importance of each term to the functional by noting these changes.

In order to minimize this functional, the initial values of u and v are
varied in order for some minimum to be found. There are several techniques
for finding this minimum of the functional (Gill et al. (1981) pp. 94-149). Some
techniques compute the gradient of the function and determine a search
direction, typically down the gradient, and then take as many steps in that
direction as necessary to reach the solution. Of the methods described in Gill et
al. (1981), the conjugate gradient method is the fastest and most efficient. It
requires very little computer time or storage and is appropriate for obtaining

results for large amounts of data (Navon and Legler 1987; Hoffman 1984). The

requires very little computer time or storage and 1s appropriate tor obtaining
results for large amounts of data (Navon and Legler 1987; Hoffman 1984). The
method works well for this case since the functional is quadratic and has a

determinable minimum. A global minimum is not necessarily achieved in the
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minimization based on the fact that the Hessian matrix that is calculated is not
necessarily positive definite or that the cost functional does not necessarily have
positive constant second derivatives. The minimization is not converging to a
local minimum because when different initial guesses are used, the solution is
very nearly the same. That is, when started in a different location in the
gradient field, the solution continues to converge to the same minimum, not
several different ones. The iterative scheme stops when the norm of the
gradient is reduced by nearly four orders of magnitude. The typical number of
iterations in this study is between 15 and 30. The minimization is accomplished

using code described in Shanno-Phua (1980).



4. Results

In order to determine the resultant fields, the best possible weights for
each of the constraints in the functional must be selected. This is done by first
determining the relative impact of each weight, i.e. its effects on the resultant
field. The criteria for weight selection are to make sure: the smoothing effects of
the functional do not remove local information, the kinematic fields of
divergence and curl are realistic, positions of synoptic and monsoon features
based on ship means are retained, and the effects of each constraint based on the
sensitivity analysis in section 5 are determined.

Upon selection of the weights, minimization of the three 30-day resultant
fields are performed. These fields are examined for intramonsoonal variability
features and compared to climatology to determine the effects of the
minimization. Then, the selected weights are used in the minimization
technique for the ten-day resultant fields. The data from these nine ten-day
fields are used as the "climatology" for the calculation of the 18 five-day fields.
Finally, the variability of these five-day wind fields is carefully examined and

noted with emphasis on six specific regions.

4.1 Weight Selection

The minimization is performed using the 30-day averaged data sets to
4.1  vveignt delection

The minimization is performed using the 30-day averaged data sets to
obtain results. Initially, all of the weights in the functional are set to unity. The

16
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procedure used for determining the weights is: adjust each of the weights and
examine the effects on the resultant field, compare these adjusted resultant fields
to well sampled ship data regions by calculating difference fields and correct
large biases by further adjustment of the weights, perform a data void test to
quantify local effects and errors of the weight changes by removing a region of
data and allowing the minimization to replace it with similar wind patterns, and
use the sensitivity analysis described in section 5 and knowledge of the system
to determine if a small change in the weights is beneficial to the results. Figure
3, described below, shows some of the experiments performed on the results by
varying the weights.

The first variable weight B (SASS data), has a large effect on the results,
especially in regions where there are few ship observations. Recall also that the
ship and SASS data are weighted by the number of observations in a grid box.
The SASS data itself is very smooth and contains much less spurious data than
the ship observations. It does therefore act as a type of smoothing term for the
results. If the weight is too large, the information frc;m the ship observations is
lost and the more reliable observations are smoothed out. The SASS data should
enhance the ship data and fill in areas where the ship data do not exist. The
SASS data should not dominate the results. Its weight B therefore is chosen to
be the same as the weight for the ship data.

The second weight, 6, is for the term containing the Laplacian of the
results minus climatology. It determines the smoothness of the results. This is
an important term in the functional and the results are very sensitive to the

weight of this term. The smoothing helps to remove any extremely poor ship

an important term in the functional and the results are very sensitive to the
weight of this term. The smoothing helps to remove any extremely poor ship
data in the field. It becomes crucial to balance this term with the other terms. If

the weight is too large, the important high resolution information contained in
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(Top) The SASS data for the period 7 July to 6 August 1978.
(Bottom) The results for the same period. The weights chosen are

(Top) The SASS data for the period 7 July to 6 August 1978.
(Bottom) The results for the same period. The weights chosen are
B=10,6=1,A=1,1n=1. The figure shows the domination of the
SASS data and lack of fit to the climatology in the results.

Contours are of vector magnitude (in m s71).
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the ship and SASS data will be smoothed out of the resultant field. If the weight
is too small, the results will not exhibit the continuity required for 30-day
averaged fields. Figure 3b shows how the smoothing term removes the noise
from the first guess field. This experiment is designed to show the effectiveness
of the smoothing term. The weight selected for the experiment is much to large
to be used in the minimization because it quickly smoothes out the important
local information in the results. The region as a whole is smoothed well.
However, if this term is set too large, the resultant field begins to resemble
climatology and the determination of five-day time scale information becomes
impossible. The final selection of this weight also is determined to be the same
as the weight for the ship data, i.e. 6 = 1.

The first of the two kinematic terms describes the fit to the climatological
divergence. The weight for this term is represented by A. Since the value of this
weight should be determined more by its ability to change the divergence field
from the initial and climatological fields rather than its ability to change the
results, the divergence fields are examined. Since the results are not very
sensitive to the term, a larger weight is chosen to represent the term in the
functional. Figure 3c shows the difference between two different values of the
weight. The selection of A is based on the term's ability to keep the high
resolution information contained in the divergence of the initial guess field
while also maintaining the general pattern of the divergence of the climatology.
These experiments in addition to the following two criteria allow for the
selection of the weight. The value of A is chosen to be ten times the weight of the

ship data.
selection of the weight. The value of A is chosen to be ten times the weight of the

ship data.
The second kinematic term describes the fit to the curl of climatology, and

its weight is 1. The term is similar to the divergence term in that its effects on
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Figure 3b.

(Top) The initial guess for the period 7 July 1978 to 5 August 1978.
(Bottom) The results for the same period. The weights chosen are
(Top) The initial guess for the period 7 July 1978 to 5 August 1978.
(Bottom) The results for the same period. The weights chosen are
B=1,8=10,A=1,1n =1. The figure shows the ability of the
smoothing term to remove erroneous data and eliminate noise
from the field.
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Figure 3c.
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The divergence fields for the results for the period 7 July 1978 to 5
August 1978. (Top) The weights chosenare f=1,6=1,A=1,1=
1. (Bottom) The weights chosen are B=1,8=1,A =10,m = 1. The
The divergence fields for the results for the period 7 July 1978 to 5
August 1978. (Top) The weights chosenareB=1,6=1,A=1,1=
1. (Bottom) The weights chosen are B=1,6 =1, A =10,m = 1. The
figure shows the ability of the divergence term to make changes to
the divergence of the resultant field.
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The curl fields for the results for the period 7 July 1978 to 5 August
1978. (Top) The weights chosen are B =1,8=1,A=1,1 =1.

The curl fields for the results for the period 7 July 1978 to 5 August
1978. (Top) The weights chosen are f =1,6 =1, A=1,1n = 1.
(Bottom) The weights chosen are  =1,8=1,A=1,m =30. The
figure shows the ability of the curl term to make changes to the
curl of the resultant field.
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the resultant field are subtle and that the results are not very sensitive to
changes in the weight of the term. In order to understand its effects, the curl
fields must be examined (figure 3d). Again, the weight is chosen for its ability to
affect the curl field to the point where the initial guess field information is
retained while maintaining the general climatological patterns of the curl field.
An additional method for selecting the optimal weights is one in which
the minimization is required to recreate raw data that has been removed from
the input field. This test is done to quantify various effects of weight selection
on the resultant fields. In the data void test, the input ship data in a region of
many ship observations is removed from the data file. Once the minimization is
performed, the rms difference between the results and the removed data are
calculated. In order for the data void test to be successful, the rms errors should
be sufficiently small to allow for variation in the replacement of the winds. That
is, the winds taken out of the minimization must be replaced by adequately
similar winds. For this study, the region west of the southern tip of India is
selected for the data void. For the period of 7 July to 5 August 1978, the ship
data for a 2° by 2° box is removed and the minimization is performed.
Adjustments are made to the weights to minimize the rms errors. A balance is
sought between this method and those described earlier so that the local effects
and the global effects of the weight adjustments are both taken into account. For
the final selection of weights, the rms error for u and v for the 2° by 2° data void
box are, RMSy = 1.57ms 1 and RMSy = 0.89m s -1. These rms errors are
relatively small in magnitude compared to the average u and v of 7m s -1 and

3.5 m s -1, respectively, that had been removed from the region. It can be

relatively small in magnitfude compared to the average u and vot7 ms ~! and
3.5 m s -1, respectively, that had been removed from the region. It can be
concluded that the estimation of the optimal weights are sufficient to fill in local

data voids with valid data.
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Table 1. Final selection of weights for the cost functional.

Weight Term Represented in Weight
Functional Value
o Fit to ship data 1
B Fit to SASS data 1
) Laplacian 1
A Divergence 10
n Curl 30

4.2 30-day Results

The first results obtained from the minimization of the cost functional are
those on the 30-day time scale. The weights for the ten and five-day results
should not be adjusted because there is no climatology or truth upon which to
base a change in the weights. If the weights are adjusted based on the monthly
climatology, the ten and five-day information is easily smoothed or adjusted out
of the results because they might be taken as erroneous information since they
do not agree with climatology. Error associated with changes in the weights
will be larger on the five-day time scale than they will be on the 30-day time
scale because of the less reliable results. However, the local sensitivity errors
which will be discussed in section 5 reveal very small errors in relation to the
wind speed and therefore the same weights can be used for all of the time
periods.

Calculation of the 30-day resultant fields yields three wind field maps

that contain a few differences from the FSU climatological winds that are valid

Calculation of the 3U-day resultant rields ylelds tnree wina tieia maps
that contain a few differences from the FSU climatological winds that are valid
on the midpoint of each month (Figure 4). The figures show specific large scale

regions where the climatology and 30-day results differ. The first two figures
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show similar large scale regions of positive and negative difference. Notice the
region of large positive values over the Arabian Sea monsoon with negative
values near the African coast. These are associated with the different position of
the maximum winds of the Findlater Jet in the results that is located to the
southwest of the climatological position for most of the study period. The
difference arrows in this region have little cross flow component and therefore
show a general correspondence in same direction of the climatology and results.
However, in the trade wind region, a large negative difference occurs due to the
larger magnitude winds associated with the data. The cross flow component of
the difference arrows in the trade wind region throughout the study period
show that the climatology and results contain a direction difference as well.
This shows that the results generally contain more of a northerly component
than the climatology. A region of positive values and northerly difference
arrows exists near Madagascar and is also a result of anomalous data values.
The 30-day average resultant field contains much more of a strong southerly
component that persists throughout the monsoon se;ason. The region of noisy
values across the 30°S latitude band is a result of the lack of sufficient data and
the inability of the minimization to calculate accurate gradients at the
boundaries. Therefore, the boundary does not contain useful synoptic
information. Figure 4c shows an overall negative pattern signifying that the
magnitude of the result winds are larger than the climatological winds. The
trades continue to be stronger and have a more northerly component while the
strong winds associated with the monsoon regions appear to be lasting longer

than normal. The values are slightly larger than in figures 4a and b but still are

strong winds associated with the monsoon regions appear to be lasting longer
than normal. The values are slightly larger than in figures 4a and b but still are
less than ten percent of the wind magnitude and are within limits of acceptable

variability of the region.
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Figure 4b. Magnitude of the climatological winds minus the
magnitude of the result field winds for the period 6 August to 5

September 1978. Contours are of m s™1.
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4.3 Ten and Five-day Results

As discussed previously, the weights for the 30-day results are
determined and used for all resultant fields in the ten and five-day cases
throughout the study period. In order to calculate the ten-day resultant field,
the climatology used is the monthly FSU climatological winds interpolated the
fifth day of the ten-day period. The ship and SASS data are ten-day averaged,
instead of 30-day averaged. Any data voids in the input field (where no ship or
SASS data are available) are filled with data from the previous ten-day period.
The minimization of the functional for the ten-day data produces resultant fields
for nine time periods (Figure 5). Note the position of the trade wind maximum
in the southeastern Indian Ocean in figure 5 (top). This feature is different from
the July climatology which shows two maxima; one in the east and one in the
west. This ten-day result shows how the maximum lies in the east for the first
half of the month and the west the second half (not shown), thus resulting in a
monthly climatology that contains both maxima.

In order to calculate the five-day wind fields, each ten-day field is used as
the climatology for the two five-day cases that it overlaps. The ship and SASS
data are five-day averaged. The results of the minimization are shown in the
Appendix (Section 7). A comparison of the 30, ten, and five-day resultant fields
shows overall consistency with slight differences due to the diminishing
confidence of the averaged ship and SASS data. An additional comparison can
be made by averaging three ten-day resultant fields and comparing them to the

appropriate 30-day resultant field. For the three comparisons that can be made,

De maae Dy averaglng nree ten-aay resuitant rieidas anua comparing uelin to ue
appropriate 30-day resultant field. For the three comparisons that can be made,
small differences appear in the first 30-day period with no coherent pattern. In

the following two periods large differences occur in the three monsoon regions;
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the Arabian Sea, the Bay of Bengal, and the South China Sea. This is a result of
the data being weighed less and less by number of observations as the
minimization is performed on smaller time scales due to the fewer observations.
It says that the minimization on shortening time scales, using data with less and
less confidence, becomes more like the climatology used for that time period.

Each of the eighteen five-day resultant fields will now be examined with
emphasis on six areas of interest. The first region of examination is the
southeast trades; next will be the region east of Madagascar, termed the
Mascarene High (Rao et al. (1978); the third area is the Bay of Bengal monsoon
region; then is the South China Sea region, followed by the Arabian Sea
monsoon region. Finally, the region of small magnitude winds over the equator
just south of the Arabian Sea monsoon region from 60°E to 80°E, termed the
equatorial minimum, is examined.

Throughout the monsoon season on the monthly time scale, the most
consistent winds in speed and direction are the southeast trade winds in the
Southern Hemisphere (Hastenrath and Lamb (1979)). However, the five-day
time scale wind fields reveal much about the shorter time scale variation of
these winds. Already pointed out is the movement of the speed maximum
during the month of July from west to east. The magnitude of the trades also
appears to strengthen and weaken during the monsoon season. In the month of
August and in late September, the normally well defined region of maximum
winds becomes very disorganized and several local maxima are discernible. In
early September, the maxima almost disappear as a large region of similar

magnitude winds prevail.
early September, the maxima almost disappear as a large region ot similar

magnitude winds prevail.
Perhaps associated with some of these changes are the fluctuations in the

region of the Mascarene High. The winds in the region east of Madagascar,
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Figure 5.  The resultant field for two ten-day cases; (top) 7 July to 16 July
1978 and (bottom) 15 September to 24 September 1978.
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from 26°S to 18°S, are variable on the five-day time scale. The winds flow
steadily for 10 to 25 days and then abruptly slow, creating a large area of
convergence east of Madagascar. These winds then become strong and
northerly. This occurs at three irregularly spaced times during the study period.
Of course, one of the contributing factors to the large fluctuations in the wind
field may be the fact that the region contains very few data and hence is
sampled inadequately during the study. If data are obtained only once or twice
during the five-day period, the observation may be for one specific local event
rather than a large region of variability. Upon examination, it is seen that the
the data in the region rather than the minimization itself is the Causé of the
fluctuations in the wind field.

Another region of interest is the Bay of Bengal region, characterized
primarily by steady southwest winds. The monsoon season of 1978 in the Bay of
Bengal contains mostly stronger winds, spatially and temporally, than either the
FSU climatological winds or Hastenrath and Lamb (1979), but with only small
fluctuations. In early to mid September, the monsoon reverses and the region
contains interesting features that cannot be distinguished on monthly time
scales. The winds over the Bay of Bengal split into two distinct patterns. The
northern pattern is one in which the winds decrease in magnitude and reverse,
while in the south, a wind maximum continues.

This splitting of the winds into two distinct patterns is also seen in the
South China Sea region. This region contains the most anomalous winds from
climatology in this study. The winds in July of 1978 are consistent with

expected July winds except are larger in magnitude. However, as August
climatology In this study. Lhe winds In July of 19/ are consistent with

expected July winds except are larger in magnitude. However, as August
begins, the winds quickly decrease in magnitude and reverse in the northern

part of the region by late August (Figure 6). This earlier than normal reversal
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and subsequent strengthening represent large variations from typical monthly
climatology. As these winds continue through the remainder of the study
period, a strong line of north-south convergence is stationary near 20°N.

The last two regions of variability are crucial for measuring the strength
of the monsoon season. On the five-day time scale, the Arabian Sea monsoon,
i.e. the Findlater Jet (just east of the African coast), has consistently strong winds
with small five-day variability. The position of the Findlater Jet can determine
which regions of India may be hardest hit with monsoon rainfall (Hastenrath
(1991)). The intensity of the cross equatorial wind flow also determines the
cross-equatorial water vapor transport. The mean position of the Findlater Jet
may vary from season to season, but the jet position also changes during the
season (Rao et al. 1978, 1981). This movement is illustrated in Figure 7 and more
specifically in Table 2. There are only seven different locations at which the core
of the jet (defined as the grid point with the largest wind speed) is found during
this study. The movement of the jet core is limited to a small area. It tends to
move to the south and west during the course of the season and moves quickly
to the north after the maximum winds have occurred and the winds begin to
reverse (Figure 2). Notice that the last four to six positions in the table
correspond to times during the transition to the winter monsoon where the
Findlater Jet is very weak and almost indiscernible. The position of the jet
maximum is consistently slightly south and west of the mean July position
found in Rao et al. (1978). The position of the entire jet itself, however, is
consistent with Hastenrath (1991). The intensity of the jet is, however,

inconsistent with climatological intensity. The average magnitude of the

consistent with Hastenrath (1991). 'lI'he intensity ot the jet 1s, however,
inconsistent with climatological intensity. The average magnitude of the

resultant field jet core during the first 40 days of the summer monsoon is 16
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m s-1, which is one to two m s-1 greater than the climatological winds given in
Hastenrath and Lamb (1979.)

The final region of interest is the equatorial minimum region. This region
is comprised of winds that are generally smaller than climatology in magnitude
with the center of weak winds to the north of the FSU winds climatological
position. This region is a secondary indicator of the amount of moisture
brought north from the Southern Hemisphere oceans. The magnitude of the
average winds in and around this minimum is proportional to the influx of -
moisture from the southeast trades. Since the magnitude of the winds in the
region is generally smaller than those of climatology, the influx of moisture
would appear to be less than normal. As shown in Figure 8, the monsoon
season of 1978 produced near average rainfall over India. Perhaps the
combination of a stronger than normal Findlater Jet and a weaker than normal
equatorial minimum may have produced a normal flux of moisture across the
equator to provide the near normal rainfall over India. The average wind speed
across the western half of the equatorial Indian Oceén over the entire analysis
period is relatively small and constant, with the minimum weaker and centered
slightly to the north of the normal position

In summary, 30-day averaged wind fields are calculated and examined
for differences from climatology. These differences are determined to be a
consequence of the intramonsoonal variability of the data. Ten-day averaged
resultant fields are calculated and used as climatology for five-day fields in
order not to dispose of the short time scale information contained in the data.

The five-day results show much variability in the Indian Ocean region. The

order not to dispose of the short time scale information contained in the data.
The five-day results show much variability in the Indian Ocean region. The
magnitude of the southeast trade winds changes as the maximum moves from

the east to the west. The Mascarene High region winds have an interesting
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decrease in magnitude just before the winds become strong northerly. The three
monsoon regions; Bay of Bengal; South China Sea; and Arabian Sea; each
contain jet-like features of convergence that have much five-day variability. The
equatorial minimum contains secondary information about the cross equatorial

flow of the monsoon season.

Table 2. The Position and Wind Magnitude of the Core of the Findlater Jet.

Longitude | Latitude Magnitude Letter in
(°E) (°N) (ms-1) Figure 7
56 13 16.51 A
56 13 14.90 A
56 13 15.90 A
54 11 16.85 B
53 11 16.47 C
53 11 15.22 C
54 11 16.05 B
53 11 16.09 C
52 9 14.29 D
53 9 15.45 E
52 9 14.37 D
52 9 13.76 D
52 9 9.91 D
52 9 10.90 D
46 12 8.51 E
47 13 7.71 G
46 12 11.35 F
46 12 11.69 F
46 12 11.35 K
46 12 11.69 E
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The average u (solid) and v (dashed) components of the averaged
wind speed of the South China Sea monsoon region (5°N to 25°N,
105°E to 120°E) for each five-day resultant field during the course
The average u (solid) and v (dashed) componentsot the averaged
wind speed of the South China Sea monsoon region (5°N to 25°N,
105°E to 120°E) for each five-day resultant field during the course
of the monsoon season (7 July to 4 October 1978). The values

given areinm s1,
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The position of the Findlater Jet during the course of the monsoon
season (7 July to 4 October 1978). The letters correspond to values

given in Table 2.
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The departure from average rainfall for each summer monsoon
season (June, July, August) in centimeters (from Yasunari (1991)).



5. Sensitivity Analysis

5.1 Response Functions and Sensitivity Parameters

Selecting the optimal weights associated with each term of the cost
functional is difficult since the true wind field is not known for comparative
purposes. However, information about the optimal weights can be obtained
by knowing how much, and in which areas, the terms are sensitive to
changes in the weights. Even though the weights are not spatially
dependent, regions of the Indian Ocean can be affected differently. The
relative magnitude of the weight depends on how sensitive the solution is
to the weight. Smaller adjustments are made to the weights depending on
specific areas of the field revealed by the analysis which need better
representation. One way to determine sensitivity is by first specifying a
scalar response function that is representative of the solution. This allows
the sensitivity of thousands of points to be approximated by a single scalar
quantity. This response function will change with the weights and should
be based on its pertinence to the resultant fields. For simple quantities such
as winds, response functions that are given by the curl (in s71) or kinetic
energy (in m?2 s-2) of the field is considered. The equations for these two

response functions are,
energy (in m2 s-2) of the field is considered. The equations for these two

response functions are,

39
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for the curl response function, R, = Z (E LV x Vi, j)) (1)

i,j

and for the kinetic energy response function,

Re = 3, Ry +Ry = 3 (uli, PP +(vl, jf )

i, i,
where, ’
Ry = (u(,jf and Ry = (v, jp

A sensitivity parameter for each weight, Sy, is defined as the change
in the response function for two different weight selections results divided
by the change in the weight, w. In practice these variations are measured by
adjusting the weight £ 0.5 % of the selected weight. The small increment is
taken to ensure an accurate calculation of the derivative. The normalized
sensitivity parameter is given by the equation,

Sy = w AR
R Aw

where the A is the change in the value for a + 0.5% change in the weight.
The weights in Table 1 are considered as the center of the variation of the
weights. The response function for each of the results is determined using

equations 1 and 2 and then the sensitivity parameter, Sy is calculated for
each. The sensitivity parameters for the two different response functions are

given in Table 3.

given in Table 3.



Table 3. Sensitivity Parameters of the Two Response Functions
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for Each of the Four Variable Parameters.

Sensitivity Sensitivity

Parameter Parameter Parameter
Value (Swe) (Swo)
B 1 0.0067 0.024
) 1 -0.022 -0.018
A 10 0.0085 0.0089
1 30 0.013 -0.012

These sensitivity parameters denote the ability of the weight to affect
the response function. A positive sensitivity parameter indicates an
increase in Re or R¢ with an increase in the weight. A negative parameter
indicates that the increased (decreased) weight results in a decrease (increase)
in the appropriate response function.

The SASS weight, B, has the smallest and the largest values of the
sensitivity parameters Re and R, respectively. The SASS term is designed
to smooth and enhance the more reliable ship data. It does not change the
kinetic energy of the resultant field much because it is not very different
from the initial guess field. Although it does not drastically change the
results, the SASS term does affect Rc much more, due to the effect of curl
built into the solutions of the SASS data as they were dealiased. Since the

satellite swaths involve large areas of observations, all of the data are taken

into account when dealiasing and curl of the solution is a factor in

P L S B A SRy RO

B I R D A“‘DFQ‘ B L L o B o o D R
into account when dealiasing and curl of the solution is a factor in
determining the solution. Therefore, the SASS data automatically contains

smoother than normal curl values.
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The smoothing weight, §, is large and negative in both of the
response functions. Increased smoothing has the expected effect of
decreasing the overall magnitude of the winds since the magnitude of each
wind is directly connected with its neighboring winds. This smoothing will
decrease the total kinetic energy and spatial derivatives of the wind field.
Therefore, the average curl of the field will also decrease.

Changes in the divergence weight, A, have a small effect on both of
the response functions. This is consistent with the earlier statements that
the two kinematic constraints require large changes to affect the resultant
field. The value with respect to R¢ is consistent with Legler et al. (1989),
which found that changes in the divergence term weight had little effect on
the curl field.

The curl term weight, 1, has very different effects on the two response
functions. The sensitivity parameter value for Re is very similar to the
value for the divergence weight for the same reasons as above. The effect on
the curl field is negative due to the adjustfnents made during the
minimization toward climatology. The effect is not very large compared to
the other parameters but is larger than its kinematic counterpart. This is
probably due simply to the response function used. If the response function
were average divergence rather than average curl, the values of the
parameters of the two kinematic terms would likely be reversed.

The important sensitivity parameters to examine are those for the
smoothing term and the curl term with respect to Re, and the smoothing

term and the SASS term with respect to Rc. These appear to have the largest

smoothing term and the curl term with respect t0 Ke, ana tne smootning
term and the SASS term with respect to R¢c. These appear to have the largest
effect of the respective response functions although all terms need to be

examined for more specific local effects.
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5.2 Local Absolute and Relative Sensitivity

The sensitivity parameter values show the overall sensitivities of the
results to changes in the weights. In order to see any local effects of changes
in the weights, local absolute and relative sensitivities must be calculated.
For the curl response function, the derivative of the response function with
respect to the weight is calculated. The local absolute sensitivity (LAS) of Re¢
at the point (i, j) is given by the simple equation,

LASA(i,j) = % 3)
For the kinetic energy response function, Re, the derivative of each of the
two components of the function, R1 and R is taken with respect to the
weight, i.e. the local absolute sensitivity (LAS) of Re, is given by the

equation,

(4)

AR1( i,j))2 +(AR2( i,] ))2}1/2

LASe(1,j) = H AW Aw

In order to determine the relative dimensionless sensitivity, the
absolute sensitivity is normalized by multiplication of equation 3 and 4 by
the weight divided by the response function. The local relative sensitivity
(LRS) of R¢ is determined by normalizing equation 3. The local relative
sensitivities for Re are determined similarly. The LRS for both of the

response functions are not very useful in representing the sensitivity field.
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response functions are not very useful in representing the sensitivity field.
Values of the energy or curl at or near zero cause the normalized relative

sensitivities to become extremely large. These areas tend to dominate the



44

sensitivity field and outweigh the other areas. The sensitivity values are
true, but because they are relative changes, small values of the energy or curl
can be associated with tremendous relative changes but negligible absolute
changes. Instead, emphasis in this study will be placed on the absolute
sensitivities.

The LAS values are shown for the two response functions in Figures
10 through 13. Since these are absolute changes in different units, their
magnitudes are difficult to compare. Note that there is a relationship
between the sensitivity fields of the two different response functions chosen
here (see Meyers et al. (1992)). The curl fields are related to the spatial
derivatives of the energy field, so maxima in the energy field correspond to
zero lines in the curl field.

Another relationship among the sensitivities is that similar patterns
are found in the sensitivities of R¢ for the three terms involving
climatology. In general, the patterns in the sensitivity of the curl response
function are nearly identical for each of the three terms. This is a result of
the fact that each of the terms involve fits of the derivatives of the results to
derivatives of climatology.

The LAS's of both response functions of the SASS term, weight B, in
Figure 9 show the result that the highest sensitivities are over the open
ocean where there are few ship observations. This is expected because the
minimization actually has only two data sets to fit the results to in these
areas of sparse ship data. High sensitivities in both response functions also

occur west of Australia. One particular area where the value of Re is low

areas of sparse ship data. High sensitivities in both response tunctions also
occur west of Australia. One particular area where the value of Re is low

and the value of R¢ is high is the equatorial region from 70°E to 90°E. This is

due to the large curl values generated by the directionally varying but small
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Figure 9. (Tov) The Local Absolute Sensitivity (LAS) for Re of B during

Figure 9. (Top) The Local Absolute Sensitivity (LAS) for Re of B during
the period 7 July to 5 August. Units are m2 s 2. (Bottom) LAS
for Re. Units are 10 -6 s-1.
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wind magnitude solutions.

The LAS of the smoothing term, weight 8, (Figure 10) shows regions
of very high sensitivity where data are initially erroneous or where the
result winds are very different from climatology. Recall that the smoothing
term measures the lack of fit of the Laplacian of result winds minus
climatology. Large differences of the resultant field from climatology will
cause the term to make larger adjustments in the wind solutions during the
minimization. Therefore, varying the weight of the term causes high
sensitivity in these regions.

The LAS of the divergence term, weight A, (Figure 11) is very small in
both response functions and is similar to the smoothing term in that the
regions of largest sensitivity correspond to regions where the climatology
and resultant fields differ the most. The patterns for the LAS of R¢ are much
smaller than other terms due to the lack of ability of the divergence term to
affect the curl field. The LAS of Re however reveals the regions where large
differences between climatology and results occur. |

Figure 12 shows the two LAS's for the curl term, weight 1. The
sensitivity of this term for Re is very small in regions of small curl and the
region west of Sumatra, where the curl is a maximum, shows very high
sensitivity. The curl response function contains information related to the
derivative of Re. The equatorial regions contain large values of curl and

hence are the areas in which R¢ is at a maximum.
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5.3 Local Sensitivity Error

Since the selection of the optimal weights is based on many different
experiments and some subjective decisions, it is important to know the
magnitude of the errors as a function of weight uncertainty. A type of root
mean square error can be determined from the changes in the resultant
fields with respect to weight changes. In order to calculate the local
sensitivity error (LSE), the selected optimal weights are varied plus and
minus ten times their calculated sensitivity parameters, Syy. Since there are
four variable parameters, eight different variations of the weights are

performed. An equation for the LSE at each point is given by the equation,
8
LSE (i,j) = (é) Y (G, ) -wo G, PP + (vili, ) -vo G, P
k=1

where ugp and vg are the wind components of the results with the optimal
weights. The wind components of each of the eight different variations are
represented by ux and vk. As stated above, the LSE is similar to an rms error
due to weight uncertainty in the functional. The LSE field is shown in
Figure 13. The average value of the LSE is slightly less than 0.1 m s™1. So for
a 10% error in the selection of the weights, the results are in error by
approximately 0.1 m s1, and the maximum is 1.4 m s™1. These errors can be
compared for different areas of the Indian Ocean. An area such as the trade
winds region may contain average wind speeds of 10 m s™1. Hence small

errors in weight selection do not appear to be significant in most areas of the

winds region may contain average wind speeds of 10 m s~1. Hence small
errors in weight selection do not appear to be significant in most areas of the

Indian Ocean. The LSE also helps to show why the same weights can be
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used for each of the different periods in the study. There is less certainty in
the results at the five-day time scale but since the number of observations
are weighted, the ship and SASS data terms are smaller than on the 30-day
time scale. Therefore, the climatological terms are relatively larger. Small
adjustment might need to be made from one period to the next due to these
data density differences, but the LSE is so small that making adjustments in
the weights does not create a large difference in the results.

In summary, the sensitivity analysis performed in this study is
helpful in determining the impact of each of the terms in the cost
functional. Information is supplied through sensitivity parameters and
local sensitivity that enables a determination of result error from weight
uncertainty. The analysis is one way to examine the effects of each of the
weights. It shows that the very sensitive smoothing weight tends to
decrease the magnitude of the winds and the average curl of the field. The
less sensitive SASS term adds information to the initial guess over the open
ocean in the trade winds. The kinematic ‘terms contribute more
information in some areas than others and require much higher values
than the data terms or the Laplacian term in order to effect change in the
results because this analysis shows that their parameters are not as sensitive.
Each of the terms and their weights in the functional has a crucial role in the
resultant field. The sensitivity analysis identifies and helps to quantify that
role. The sensitivity analysis helps to narrow the problem of multiple
weights to perhaps one or two more influential weights so that more

concentration may be placed upon these. The effects of weight uncertainty

weights to perhaps one or two more influential weights so that more
concentration may be placed upon these. The effects of weight uncertainty
are also determined through rms type error analysis in order to determine

areas and causes of large errors.
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6. Summary and Conclusions

The combination of satellite and conventional ship data provides an
opportunity to examine the Indian Ocean wind field variability that neither
data source can provide alone. The COADS CMRS5 ship observations tend to
be concentrated in shipping lanes and very seldom can be confidently
averaged over short time scales in certain regions of the Indian Ocean. The
SEASAT scatterometer data provides limited but more evenly spaced
coverage. However, it also contains biases and errors under certain
conditions. The ship and SASS data are combined with information from
climatological winds to demonstrate a minimization technique that
provides short time scale wind fields on a one-degree grid.

The success of this technique depends on the determination of the
proper cost functional discussed in section 3 and the selection of the best
possible weights for each term of the functional as discussed in sections 4
and 5. The weights for the terms are selected by adjusting the weights and
observing the changes in the result, divergence, and curl fields. These
adjustments are compared to ship averages and determined if the change is
beneficial to the results. The sensitivity analysis and the data void test are
incorporated into the test criteria to determine overall sensitivity and local

effects of the changing of the weight.

incorporated into the test criteria to determine overall sensitivity and local

effects of the changing of the weight.
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The sensitivity analysis is performed to determine the importance of
each of the weights as well as any local effects that the terms have on the
results. The analysis is accomplished by analyzing the change in two
different scalar response functions which represent a basin-wide
characteristic with respect to an alteration of each weight. These sensitivity
parameters reveal the amount of change that occurs in the results as the
weights are changed. Local sensitivities are calculated and show specific
regions where terms are most influential and guide further adjustments of
the weights. As a final calculation, the local sensitivity errors are
determined. These errors are root mean square errors that represent the
uncertainty of the results with respect to uncertainty in the weights
(according to the sensitivity parameters). These errors are found to be much
less than one percent of the magnitude of the winds at any given location in
the study region for a ten percent change in the weights. These small errors
show how a slightly incorrect determination of the weights leads to a very
small variation of the results. |

Results of the minimization reveal much about the five-day
variability of the monsoon region. Areas where intramonsoonal variability
are evident include the position of the Findlater Jet, the location of the
maximum winds in the trades, the position and magnitude of the equatorial
minimum, and the orientation of the winds over the South China Sea. The
features are verified in the sensitivity analysis as regions of high sensitivity
in the weights associated with fits to climatological data. This is due to large

differences between the actual data, to which the results should be similar,

IN the welights assoclated with fits to climatological aata. 1Nis 1S aue to large
differences between the actual data, to which the results should be similar,
and climatological fields. The three terms involved attempt to put these

differing data sets together and therefore make larger adjustments to the
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results in these regions of large intramonsoonal variability. This does not
say that the terms containing fits to climatology are not necessary in the
functional or that they dominate the results. The adjustments made to the
weights is simply to balance the known patterns contained in the
climatology with the desired information contained in the ship and SASS
data. The high sensitivity of some of the terms helps to point out specific
areas in which important variability of the monsoon region occurs.

The conclusion can be made that the results show definite ability of
the minimization technique to combine the raw satellite and ship data of
the Indian Ocean with a information from a climatology to create short time
scale gridded wind fields. In regions of sufficient data, the results are quite
good compared to other studies in the past that denote the changing of
position and orientation of features discussed here (Rao et al. 1978; Legler
1992). Difference fields calculated in section 4 show specific regions of result
minus climatology maxima and minima. These regions reveal stronger
than normal trade winds and intramonsoonal vériability of the Findlater
Jet. From the results however, it is seen that regions that lack adequate ship
or SASS data tend to have high variability from one five-day period to the
next which results in poor representation of synoptic scale features on the
five-day time scale. This is found in the extreme southern portion of the
study region and was also examined in the Mascarene High region. These
areas of sparse data coverage are found to cause high sensitivities and large
local sensitivity errors. In addition, the sensitivity analysis is useful in

determining the importance of each functional term to the results and

local sensitivity errors. In addition, the sensitivity analysis 1S userul In
determining the importance of each functional term to the results and
enabling the optimal weights to be selected. It can also be concluded that this

technique for determining five-day wind fields can be used with current
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ERS-1 scatterometer data rather than SASS data. Unfortunately, due to
problems with this data, it became unavailable for this research. Future
work in this area will examine this data as well as any improvements in

ship or climatological data.




7. Appendix

Five-day resultant fields for the study period 7 July to 4 October 1978
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Figure 14. Resultant field for the period 7 July to 11 July 1978. Contours

Figure 14.  Resultant field for the period 7 July to 11 July 1978. Contours
are vector magnitude (in m s71). Directional arrows are drawn
at every other grid point.
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Resultant field for the period 17 July to 21 July 1978.

Figure 16.
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Resultant field for the period 22 July to 26 July 1978.
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Resultant field for the period 27 July to 31 July 1978.
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Resultant field for the period 1 August to 5 August 1978.
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Figure 20.  Resultant field for the period 6 August to 10 August 1978.
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Resultant field for the period 11 August to 15 August 1978.

Figure 21.
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Figure 22.  Resultant field for the period 16 August to 20 August 1978.
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Figure 23.  Resultant field for the period 21 August to 25 August 1978.
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Figure 24.  Resultant field for the period 26 August to 30 August 1978.
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Figure 25.  Resultant field for the period 31 August to 4 September 1978.
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Figure 26.  Resultant field for the period 5 September to 9 September 1978.
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Figure 27.  Resultant field for the period 10 September to 14 September
1978.
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Figure 29. Resultant field for the period 20 September to 24 September
1978.
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Figure 30. Resultant field for the period 25 September to 29 September

1978.
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Figure 31.  Resultant field for the period 30 Spetember to 4 October 1978.
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