1. Introduction

Arctic sea ice decline is one of the clearest effects of global warming, characterized by a loss of both sea ice area and volume (Stroeve et al., 2012; Cohen et al., 2014; Perovich and Richter-Menge, 2015; Lindsay and Schweiger, 2015). Concurrently, the Arctic Ocean is also responding to a changing climate. The reduction of sea ice cover has enhanced air–sea exchanges of momentum, freshwater, and heat, as well as altered the albedo of the surface Arctic, leading to increased warming due to solar radiation. The subsurface Arctic Ocean waters are fed by inflowing waters from the Atlantic and Pacific Oceans, which have also warmed in recent years (Woodgate et al., 2012; Carmack et al., 2015; Timmermans et al., 2018). Additional changes in fresh water and atmospheric circulation have led to increased freshwater storage in the western Arctic (Proshutinsky et al., 2019). These changes in ocean circulation have resulted in a warmer and saltier eastern Arctic (Polyakov et al., 2017) and a more stratified western Arctic with shallower winter mixed layers (Peralta-Ferriz and Woodgate, 2015).

Arctic sea ice is associated with a very fresh mixed layer, which lies above a strong halocline. This halocline stratification is maintained by surface freshwater fluxes from net precipitation and river runoff, as well as relatively low turbulent mixing rates over much of the basin, preserving a strong vertical gradient. Sea ice itself has been hypothesized to contribute to the maintenance of this strong gradient, as sea ice melt contributes to a fresh ice-associated surface layer (Toole et al., 2010).

Beneath this fresh mixed layer lie saltier water masses originating in the Atlantic and Pacific Oceans (Rudels et al., 2004; Timmermans et al., 2014). Atlantic Water enters the Arctic via Fram Strait and the Barents Sea Opening. This inflowing water subducts beneath the fresh surface layer to form the Atlantic Water mass, separated from the surface mixed layer by a halocline (Rudels et al., 2004). Pacific water enters the Arctic through Bering Strait, and is modified in the shallow Chukchi Sea (Pickart et al., 2005; Woodgate et al., 2012; Corlett and Pickart, 2017). This inflowing water is relatively warm and fresh in the summer, and cold and saltier in the winter, so that it forms two distinct, seasonally-ventilated water masses: the Pacific Summer Water and Pacific Winter Water (Timmermans et al., 2014; Pickart et al., 2005). These water masses are found above the saltier Atlantic Water throughout the western Arctic.
Model representations of these water masses vary in accuracy. Intercomparisons of 15 global ocean–sea ice models show a large range of variability in modeled temperature and freshwater content in the interior Arctic (Wang et al., 2016b; Ilicak et al., 2016). Individual model representations of the temperature at 400 m depth (approximately corresponding to the depth of Atlantic Water) had differences of up to 4 °C. Higher resolution global and regional models often have similar biases; using a regional model with 10 km horizontal resolution, Hordoir et al. (2022) found a cool bias of about 1 °C in the temperature of Atlantic Water, while using a global model with 4.5 km resolution Wang et al. (2018) found a warm and shallow bias in Atlantic Water.

Reproducing the strong halocline in the western Arctic is also a challenge for coupled atmosphere–ice–ocean models, global ice-ocean models, and regional Arctic models. Rosenblum et al. (2021) found Community Earth System Models 1 and 2 (CESM1 and CESM2) have a saltier surface salinity in the western Arctic than observed in the years 2006–2012, consistent with other studies showing reduced western Arctic upper-ocean stratification in global models (Wang et al., 2016b; Holloway and Proshutinsky, 2007). Even in high-resolution models upper-ocean stratification is frequently biased low. Jin et al. (2018) and Hordoir et al. (2022) both found insufficient stratification in the upper ocean of the western Arctic in 9–10 km regional models. Jin et al. (2018) found that incorporating a parameterization for brine rejection (Jin et al., 2012; Nguyen et al., 2009) improved the upper-ocean salinity structure. Global models often apply a restoring of sea-surface salinity at high latitudes to address this drift; in some cases this correction is sufficient to improve the upper-ocean stratification (Wang et al., 2018; Uotila et al., 2019).

The Pacific Summer Water temperature maximum is occasionally assessed as part of model validation; where upper-ocean temperatures in the western Arctic are presented, this maximum is frequently absent in both one degree (Ilicak et al., 2016; Lavoie et al., 2022) and eddy-permitting (Wang et al., 2018) models. Models generally vary in their representation of the dynamics that bring Pacific-origin water into the Arctic basins. Aksenov et al. (2016) find large variability in both the fraction and distribution of Pacific-origin water in six Arctic models, while in a regional model specialized to study western Arctic boundary currents, Leng et al. (2021) note that even 4.5 km model resolution under-resolves important pathways for Pacific inflows, possibly leading to biases in the simulated off-shelf transport. However, Zhang et al. (2016) describe a regional model which successfully reproduces both the Pacific Summer Water temperature maximum and associated halocline stratification. This model assimilates both sea ice concentration and sea surface temperature, and uses a 5 m vertical grid in the upper 80 m of the ocean, with horizontal resolution of 16–20 km in the Beaufort Gyre region. The model grid is optimized to resolve the Chukchi, Beaufort, and Bering Seas, with 26 grid cells spanning the Bering Strait (Zhang et al., 2016).

Misrepresentations of the Atlantic and Pacific water masses may have significant implications for model predictive capacity on seasonal, interannual, and decadal timescales. Ice-ocean heat fluxes play an important role in regulating the Arctic sea ice growth/melt cycle, with approximately half of the net heat flux to sea ice coming from the ocean (Carmack et al., 2015). Positive feedback cycles have been hypothesized to potentially contribute to current and future Arctic climate change. These include a positive feedback between the wind, ice, and ocean, in which

1. Sea ice decline leads to increased momentum transfer into the upper ocean;
2. Increased upper-ocean shear leads to increased ocean mixing;
3. Increased ocean mixing results in the entrainment of more subsurface oceanic heat into the mixed layer, and
4. Increased mixed layer heat results in increased sea ice decline.

Recent observations suggest that this feedback may be leading to accelerated sea ice decline in the eastern Arctic (Polyakov et al., 2020a,b). A second hypothesized feedback loop is related to the effect of brine rejection during sea ice formation, as follows:

1. Sea ice decline leads to increasingly large regions of summertime open water;
2. In autumn, freeze-up occurs over an increased ocean area, resulting in overall increased brine rejection;
3. Brine rejection leads to convection, deepening the ocean mixed layer;
4. Subsurface oceanic heat is entrained into the ocean mixed layer, melting more ice (perhaps at a spatial shift due to horizontal advection of the ice and ocean).

These two feedback loops both suggest that sea ice decline may be associated with deepening ocean mixed layers and increased entrainment of heat from subsurface water masses. These positive feedbacks are inherently unstable, so that small initial discrepancies in sea ice representation or upper-ocean heat content may have large downstream impacts. Thus, accurate model representation of the stratification and heat content of the upper Arctic Ocean is important, both to accurately capture the current state of the ice-ocean system and to inform future projections.

In the current work, we use output from a new atmospheric reanalysis-forced ultrahigh resolution global ocean–sea ice model to investigate the potential influence of the upper Arctic Ocean on Arctic sea ice. The model’s horizontal resolution varies from 8 km at the equator to 2 km at the poles. As the Rossby radius in the Arctic Ocean is generally less than 10 km and as low as 1 km in the shelf seas, this model configuration allows for the resolution of mesoscale processes which are not simulated in even 0.25° models (Nurser and Bacon, 2014). We consider the model output along with synoptic observational data from autonomous profiling drifters. Combining these approaches allows us to leverage the model’s capacity to resolve mesoscale processes along with concurrent year-round observations from an environment that is logistically difficult to sample due to sea ice, extreme weather conditions, and its distance from deep water ports. These approaches are complementary, as while the autonomous profilers provide high along-track resolution as they drift within the Arctic Ocean, the data is limited to the profiler pathways. Observational data is particularly limited in the Eurasian Basin, where the signal of warming Atlantic water is strongest and this water mass is closest to the surface. Conversely, the ultrahigh resolution model provides a complete picture of the modeled ocean circulation; however, like many other Arctic simulations (Ilicak et al., 2016; Wang et al., 2016b, 2018; Jin et al., 2018; Hordoir et al., 2022) it contains biases, including overly warm Atlantic Water and overly weak near-surface stratification. Thus, our goals are two-fold: first, to understand biases in the representation of upper-ocean stratification and heat content in the Arctic region of this ultrahigh resolution global model, and secondly, to examine the impact of these biases on ice-ocean heat fluxes.

While our results are inherently linked to characteristics of this particular model, accurately modeling the temperature, salinity, and dynamics of the upper Arctic Ocean is an ongoing challenge. Thus the relationships we find between these biases and ice-ocean interaction can be used to inform future modeling efforts and observational design by setting priorities for bias reduction, optimization of grid choices, and highlighting where new observations are most necessary. A key finding of this work is that enhanced horizontal resolution is not on its own sufficient to avoid significant biases in ice-ocean heat fluxes. Resolving or effectively parameterizing the mixed layer processes that mediate availability of oceanic heat to sea ice is necessary to avoid biases that will tend to result in increasing model drift due to the positive feedbacks discussed above.
The following sections are organized as follows. In Section 2 we discuss methods, including the model set-up, climatologies, and observational datasets, as well as the calculation of all quantities considered in the following analysis. In Section 3 we discuss the model realism relative to both climatology and various observational datasets, focusing on the model representation of Arctic gateway fluxes, circulation, sea ice, and hydrography. In Section 4 we discuss the potential impacts of model biases on ice-ocean heat fluxes. In Sections 5 and 6 we conclude with a summary of results and discussion of their implications.

## 2. Methods

### 2.1. UH8to2 model

The coupled ocean/sea-ice simulation used in this study is configured on a new tripolar global grid with north poles located in Greenland and Siberia. The horizontal grid decreases from 8 km at the equator to 2 km at the poles and resolves mesoscale processes more fully at high latitudes (poleward of 50°N and 50°S) than standard 0.1° global grids (e.g., Maltrud and McClean 2005, McClean et al. 2011). Hence, we designate this mesh as the “ultrahigh 8to2” (UH8to2). The ocean and sea-ice component models used in the UH8to2 simulation are the Parallel Ocean Program2 (POP2; Dukowicz and Smith 1994) and CICE5 (Hunke et al., 2015), respectively. The simulation ran from July 2016 through December 2020 and was forced with Japanese 55-year Atmospheric Reanalysis-driving ocean (JRA55-do; Tsujino et al. 2018) surface fluxes over this period.

The UH8to2 simulation was produced using the Department of Energy (DOE)’s Energy Exascale Earth System Model “HiLAT” code (E3SMv0-HiLAT, referred to hereafter as HiLAT, Hecht et al. 2019); HiLAT was derived from the CESM1 (Hurrell et al., 2013). HiLAT uses the Regional Arctic System Model (RASM) coupling scheme (Roberts et al., 2015); modifications were made to Coupler 7 (CPL7; Craig et al. 2012) to allow for high-frequency inertial sea-ice oscillations. In this simulation the ocean, sea-ice, and the reanalysis atmosphere are coupled every 20 min.

Over the Arctic Ocean, the UH8to2 horizontal grid has a resolution of 2–4 km (Fig. 1). The positioning of the two north poles produces the highest horizontal resolution in the shelf-seas adjacent to Siberia and Greenland and horizontal resolution of less than 3.5 km in the central Arctic. The model has 60 z-levels. The vertical spacing varies from 10 m over the upper 160 m of the ocean to 250 m at depth; the maximum model depth is 5500 m. Given that Arctic mixed layers can be less than 10 m in depth, this vertical grid spacing is insufficient to fully resolve mixed layer processes, as discussed in the sections that follow. Partial bottom cells are used to enhance the smoothness of the bottom topography. The model bathymetry is based on the General Bathymetric Chart of the Oceans 30 arc second grid (GEBCO_2014, Weatherall et al. 2015).

JRA55-do forcing was constructed from atmospheric surface fields obtained from JRA-55 that consists of an atmospheric model and a data-assimilation scheme. Adjustments were made to the JRA-55 surface forecast fields, both in the Arctic and elsewhere, to better agree with independent in situ observations. JRA55-do comprises these corrected surface forecast fields, has a horizontal resolution of about 55 km (0.25°), and is available on a three-hourly basis from 1958 through 2020 (Tsujino et al., 2018). It includes daily river runoff, as well as representations of ice sheet and ice-shelf discharge and melting around Greenland (Bamber et al., 2018) and Antarctica (Depoorter et al., 2013). Independent Arctic atmospheric measurements are scarce, and it is beyond the scope of this study to validate the JRA55-do; however
we note that biases in JRA55-do, particularly in downw ard long wave radiation flux, may result in biases in the UH8to2 upper-ocean and ice fields. As is standard practice for forced ocean models (Yeager et al., 2012), weak (relaxation time scale of four years) sea surface salinity restoring to Polar Science Center Hydrographic Climatology 3.0 (Steele et al., 2001) is added to the surface freshwater fluxes to limit drift in the ocean. This climatology was last updated in 2005, so this restoring may introduce a small positive salinity bias relative to current Arctic conditions (Tsujino et al., 2018). However, intermodel comparisons suggest that models are not especially sensitive to the strength of sea surface salinity restoring, with subgrid-scale parameterizations and grid resolutions explaining more intermodel variability than variation in the strength of the sea surface salinity restoring (Danabasoglu et al., 2014). In light of this analysis we do not expect the restoring to have a significant impact on our results on seasonal or interannual timescales relative to factors such as vertical grid size and atmospheric forcing.

In the UH8to2 simulations, CICE5 uses an elastic-anisotropic-plastic (EAP) sea-ice rheology (Tsamados et al., 2013) to compute sea-ice velocities and mushy-layer thermodynamics (Turner et al., 2013) to obtain ice growth and melt rates. The “level-ice” scheme (Hunke et al., 2013) produces melt ponds that pool on sea ice that is not deformed. Thermal conductivity of sea ice is represented using the “bubbly” brine model (Pringle et al., 2007), while the transfer of solar radiation between snow and sea ice is modeled using the Delta-Eddington multiple scattering parameterization (Briegleb and Light, 2007). Five sea-ice thickness categories are employed and the sea-ice strength parameterization is based on Rothrock (1975), which closely relates ice strength to the ridging scheme.

Initial conditions (ICs) for the UH8to2 simulation were chosen to best represent near-present conditions (late 2010s onwards) by using an ocean/sea-ice state from a data assimilative ocean and sea-ice modeling system that provides realistic forecasts for the study region and period. The system is the Global Ocean Forecasting System 3.5 (GOFS 3.5, Metzger et al., 2020); it uses 1/25° HYCOM (Bleck, 2002; Chassignet et al., 2003) and CICE5, and is branched from a multi-decadal spin-up based on earlier forward and data assimilative HYCOM/CICE4 simulations (Chassignet et al., 2009; Metzger et al., 2014). GOFS3.5 produced forecasts from January 2017 onwards and showed markedly improved depictions of Arctic sea-ice relative to GOFS3.1 that used CICE4 (Metzger et al., 2020). This initialization approach was used instead of carrying out a multi-decadal model spin-up initialized from a temperature and salinity climatology that was constructed using observations from earlier decades. A multi-decadal spin-up was precluded by the length of real-world time and computational cost required to run the UH8to2 for multiple decades leading up to 2016 with no guarantee that model drift would not degrade the resulting simulation for the study period.

The ocean component of UH8to2 was initialized from rest using smoothed instantaneous full-depth potential temperature and salinity fields that were interpolated onto the UH8to2 grid from the 07/01/2017 GOFS 3.5 ocean state. We chose boreal summer for the start of the run so that the model spun-up through the seasonal sea-ice minimum in September and fall freeze-up, allowing CICES to maximize its sea-ice coverage under the JRA55-do forcing. When we started the simulation, JRA55-do forcing was only available through 2019 (2020 forcing became available later in the project). Hence, to lengthen the simulation, we started it using forcing from one year earlier in summer (07/01/2016). Although this choice resulted in a mismatch between the date of the forcing and the ICs, it was considered a better option than using concurrent ICs from GOFS3.1 that produced less realistic sea-ice than GOFS3.5.

To maintain consistency with the GOFS3.5 ocean ICs (e.g., the match between sea-ice coverage and surface temperature and salinity to avoid unrealistic ocean/sea-ice instabilities), the use of sea-ice thickness and concentration from GOFS3.5 on 07/01/2017 was considered to be optimal in the UH8to2 sea-ice ICs. Moreover, satellite-derived sea-ice concentration is assimilated into the GOFS3.5 sea-ice model (Metzger et al., 2020). However, interpolating the full GOFS3.5 CICE5 instantaneous restart onto the UH8to2 grid would very likely have produced unphysical effects. Instead, we used an instantaneous CICE5 restart from a separate UH8to2 simulation (Morrison, 2022) as a background state and replaced and merged, respectively, its thickness and concentration fields, with those from GOFS3.5. The background sea-ice concentration field was replaced by the GOFS3.5 concentration for all grid cells in which the difference between the two fields was greater than 1%. Other sea-ice variables adjusted to these inserted fields during the spin-up phase. The simulation from which the background state was taken was forced with interannually-varying Coordinated Ocean–Ice Reference Experiment II air–sea fluxes (Large and Yeager, 2009) and was run for an earlier period (1975 to the mid-1990s at the time). The month and day of the background state, 07/01/1994, were chosen to match those of the start date of the 2016–2020 simulation used in this study; visual inspection of the 07/01/1994 sea-concentration and thickness found them to be realistic. The UH8to2 grid and interpolation files used by the coupler to exchange fluxes between the component grids are common to both UH8to2 simulations and were developed and tested as part of the set-up of the CORE-forced UH8to2 simulation.

A 10-day adjustment phase followed the initialization. First, model sea-ice and ocean velocities were allowed to develop over two days while the potential temperature and salinity fields were restored to the GOFS ocean fields with a tight four-hour timescale. The model then ran freely for seven days, followed by a day over which the tight (four hour) restoring of ocean potential temperature and salinity was used again to allow further adjustment of model sea-ice and ocean velocities. The simulation was then run forward from 07/11/2016 through 12/31/2020. We treat the period from July–December 2016 as the spin up phase as a rapid decrease in global mean kinetic energy occurred during this period (not shown); this decline leveled off in early 2017. Hence, we analyze the period from January 2017–December 2020 in this study.

Daily-averaged ocean state variables, surface fluxes, horizontal heat flux covariance terms and standard sea-ice variables (e.g., thickness, concentration, drift, thermodynamic and dynamic terms) were archived for the entire period of the simulation.

2.2. Satellite-derived sea-ice data

Simulated monthly-averaged sea ice extent and concentration are compared to a dataset compiled from three satellite instruments: the Nimbus-7 Scanning Multichannel Microwave Radiometer (SSMR), the Defense Meteorological Satellite Program’s Special Sensor Microwave/Imager (SSMI/I), and the Special Sensor Microwave Imager/Sounder (SSMIS, Comiso 2017). Satellite sea ice extent is processed using both bootstrap and NASA Team algorithms (Stroeve and Notz, 2018). Simulated monthly sea ice thickness was compared to observations from CryoSat –2 (Laxon et al., 2013; Kurtz and Harbeck, 2017). Monthly-averaged values of observed sea ice extent, concentration, and thickness were used for these comparisons. Thickness observations are only available from October through April, due to satellite measurement problems caused by melt ponds during the Arctic summer months (Kurtz and Harbeck, 2017).

2.3. Ocean climatology

The scarcity of data collected in the Arctic Ocean makes model validation a challenge. In our analysis we compare the model with the 1/4° World Ocean Atlas 2018 (Boyer et al., 2018). This climatology incorporates Arctic data from the National Centers for Environmental Information archives. We used the version that depends only on data collected in the most recent years (2005–2017) so that the climatology represents the modern Arctic as much as possible. Throughout the rest of the text, this climatology is referred to as “WOA18”. There are some discrepancies between this climatology and observational data from the
2017–2020 period over which the model was run; see Fig. 3 and the next section for details.

Velocity observations are especially sparse in the Arctic, and climatologies do not generally include representations of ocean velocity. Thus we compare model velocities to the Arctic Subpolar gyre State Estimate (ASTE; Nguyen et al. 2021). The Arctic Subpolar gyre State Estimate is a dynamically-constrained ocean–sea ice model-data synthesis with nominal 0.3° resolution, and spans the time period 2002–2017. 2017 is the only year over which both ASTE and the UH8to2 simulations are available, thus we limit the velocity comparison to this year.

### 2.4. Ice-Tethered Profilers

Ice-Tethered Profilers (ITPs; Krishfield et al. 2008, Toole et al. 2010) are autonomous drifters embedded in Arctic sea ice that measure temperature and salinity to 750 m depth. The instrument consists of a surface buoy which lies above the sea ice, a wire which is suspended from the surface buoy to the profiling depth, and a wire-crawling profiler that traverses the suspended wire. The end of the wire carries a weight to ensure the wire stays taut. Most ITPs initiate two profiles per day, during which the profiler crawls along the wire at ~0.25 m/s, so that each profile is completed in about an hour, although a subset of the ITPs that were deployed for specific experiments initiate profiles more frequently. Twenty-five ITPs were deployed during the four-year model run, primarily in the western Arctic (Table 1). Where Level 3 (gridded to two decibars in the vertical and quality controlled) data were available, we used them, while for missions in which only Level 2 processing was completed we interpolated data to the same two decibar pressure grid and removed profiles with clearly unphysical temperature or salinity values. Model ITP deployments and matched profiles were constructed by sampling the daily model output at the nearest model grid point to the starting location of each ITP profile on the day the profile began. A total of 38927 matched profiles were obtained in this manner.

### 2.5. Calculated quantities

#### 2.5.1. Hydrographic characteristics

The Atlantic Water and Pacific Summer Water are the two primary reservoirs of subsurface heat in the Arctic Ocean. Characteristics of these water masses are defined as follows. “Atlantic Water depth” was defined as the depth of the shallowest 0 °C isotherm deeper than a threshold depth, with salinity greater than 34.8 (Rudels et al., 2004). In most of the Arctic Ocean we use 50 m depth as this threshold. In the western Arctic, warm Pacific Summer Water is found at depths between 40–100 m (Timmermans et al. 2014, see below), so we apply a deeper threshold of 125 m in observational data (UH8to2 Pacific Summer Water is cooler so these two choices produce identical results for the UH8to2 Atlantic Water). “Atlantic Water temperature” is defined as the maximum temperature between this depth and the deeper 0 °C isotherm occurring beneath it. Pacific Summer Water is defined following Timmermans et al. (2014) as the subsurface temperature maximum in the western Arctic between 40–100 m depth.

The mixed layer depth (MLD) is identified from density profiles following Peralta-Ferriz and Woodgate (2015), who used a density cutoff δρ referenced to the surface density to define the mixed layer depth. In the model we treat the density in the uppermost ocean bin (spanning 0–10 m depth) as the “surface” density, and in ITP data we use the shallowest CTD measurement, provided it is shallower than 10 m depth, following Cole and Stadler (2019). Different Arctic mixed layer studies use different thresholds for the density cutoff, including 0.03 kg m$^{-3}$ (Toole et al., 2010), 0.1 kg m$^{-3}$, and 0.25 kg m$^{-3}$ (Toole et al., 2010; Peralta-Ferriz and Woodgate, 2015; Cole and Stadler, 2019). In the UH8to2 model, we found that none of these thresholds produced a mixed layer depth that followed the deepening of the layer of high stratification seen during the winter (Fig. 2). However, using a more generous threshold of 0.5 kg m$^{-3}$ for both the UH8to2 density and observed data resulted in a mixed layer depth that tracked the maximum stratification. This choice led to only slight differences in mixed layer depths in observations relative to using 0.25 kg m$^{-3}$, and did not impact our qualitative conclusions (Fig. 2). We additionally considered a mixed layer definition based on the depth of the sharpest change in stratification (e.g., Jackson et al. 2010), but prefer the threshold approach for this application as in cases where there is both a remnant winter mixed layer and a developing spring mixed layer, the threshold approach tends to select for the shallower mixed layer, which is more relevant for our investigation of ice-ocean interactions.

### Table 1

ITP deployments that overlapped with the 2017–2020 model run. Dates are given of the first and last overlapping profiles. The total number of profiles refers to the number which overlapped with the model run.

<table>
<thead>
<tr>
<th>ITP #</th>
<th>First profile</th>
<th>Last profile</th>
<th>Region</th>
<th>Data Status</th>
<th># profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>93</td>
<td>1-Jan-2017</td>
<td>3-Jan-2017</td>
<td>Eastern Arctic</td>
<td>Level 2</td>
<td>7</td>
</tr>
<tr>
<td>94</td>
<td>8-Oct-2019</td>
<td>19-Aug-2020</td>
<td>Eastern Arctic</td>
<td>Level 3</td>
<td>481</td>
</tr>
<tr>
<td>95</td>
<td>12-Apr-2017</td>
<td>6-Jan-2018</td>
<td>Eastern Arctic</td>
<td>Level 3</td>
<td>1075</td>
</tr>
<tr>
<td>97</td>
<td>1-Jan-2017</td>
<td>5-Oct-2017</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>554</td>
</tr>
<tr>
<td>99</td>
<td>1-Jan-2017</td>
<td>21-Jan-2017</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>40</td>
</tr>
<tr>
<td>100</td>
<td>19-Sep-2017</td>
<td>15-Dec-2017</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>174</td>
</tr>
<tr>
<td>101</td>
<td>17-Sep-2017</td>
<td>26-Mar-2018</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>380</td>
</tr>
<tr>
<td>104</td>
<td>6-Oct-2018</td>
<td>29-Aug-2019</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>6223</td>
</tr>
<tr>
<td>107</td>
<td>19-Sep-2018</td>
<td>23-Sep-2019</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>738</td>
</tr>
<tr>
<td>108</td>
<td>18-Sep-2017</td>
<td>8-Sep-2018</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>1000</td>
</tr>
<tr>
<td>109</td>
<td>22-Sep-2018</td>
<td>15-Dec-2018</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>167</td>
</tr>
<tr>
<td>110</td>
<td>21-Sep-2018</td>
<td>7-Aug-2019</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>638</td>
</tr>
<tr>
<td>111</td>
<td>7-Oct-2019</td>
<td>5-Aug-2020</td>
<td>Eastern Arctic</td>
<td>Level 3</td>
<td>604</td>
</tr>
<tr>
<td>112</td>
<td>24-Sep-2019</td>
<td>12-Nov-2019</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>95</td>
</tr>
<tr>
<td>113</td>
<td>20-Sep-2019</td>
<td>30-Dec-2020</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>5347</td>
</tr>
<tr>
<td>114</td>
<td>22-Sep-2019</td>
<td>30-Sep-2020</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>4404</td>
</tr>
<tr>
<td>116</td>
<td>22-Aug-2019</td>
<td>2-Jan-2020</td>
<td>Central Arctic</td>
<td>Level 2</td>
<td>528</td>
</tr>
<tr>
<td>117</td>
<td>21-Sep-2019</td>
<td>2-Jan-2020</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>204</td>
</tr>
<tr>
<td>118</td>
<td>22-Sep-2019</td>
<td>2-Jan-2020</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>202</td>
</tr>
<tr>
<td>119</td>
<td>20-Sep-2019</td>
<td>1-Jan-2020</td>
<td>Beaufort Sea</td>
<td>Level 3</td>
<td>205</td>
</tr>
<tr>
<td>120</td>
<td>23-Sep-2020</td>
<td>30-Dec-2020</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>391</td>
</tr>
<tr>
<td>121</td>
<td>21-Sep-2020</td>
<td>30-Dec-2020</td>
<td>Beaufort Sea</td>
<td>Level 2</td>
<td>199</td>
</tr>
</tbody>
</table>
Fig. 2. Stratification (N², units of rad² s⁻²) and mixed layer depths over two example ITP deployments as follows: (a) ITP 111 (eastern Arctic), observed; (b) ITP 111 (eastern Arctic), modeled; (c) ITP 114 (western Arctic), observed; and (d) ITP 114 (western Arctic), modeled. The three lines represent mixed layer depths calculated using a threshold difference in δσ of 0.1 (green), 0.25 (white), and 0.5 (red) kg m⁻³. Throughout the rest of the study, δσ = 0.5 kg m⁻³ is used to define the mixed layer depth, as this value agreed best with the evolution of the deepening peak in N² through the winter, especially in the model fields.

Fig. 3. Comparisons between the WOA18 (2005–2017) climatology (a,b,c) and UH8to2 initial conditions (ICs) (d,e,f), and ITP profiles (g through l) from 2017–2020 of (top) Atlantic Water Depth (m), (middle) Atlantic Water Temperature (°C), and (bottom) Pacific Summer Water temperature (°C). Panels g through l show direct comparisons between ITP-observed quantities and the value in the corresponding grid cell from the WOA (g,h,i) and UH8to2 ICs (j,k,l). ITP transects are shown as white lines in (a) through (f).

2.5.2. Heat content and ice melt potential

Heat content in the upper 100 m of the ocean is calculated as:

\[ HC = \int_{0}^{100} \rho c_p (T - T_{ref}) \, dz \]  

in which \( \rho \) is the density of seawater, taken as 1025 kg m⁻³, \( c_p \) is the heat capacity of seawater, 4000 J °C⁻¹ kg⁻¹, \( T \) is temperature in °C, and \( T_{ref} \) is the freezing temperature taken to be −1.9 °C. To provide physical intuition for the relevance of upper-ocean heat content, we convert heat content referenced to the freezing temperature to the
quantity of sea ice it could melt if applied directly to sea ice at the freezing temperature, calculated as

\[ IP = \frac{HC}{\rho_{ic}L_H} \]

in which \( \rho_{ic} \) is the density of ice, taken as 900 kg·m\(^{-3}\) and \( L_H \) is the latent heat of melting, taken as 333·10\(^3\) J·m\(^{-3}\). We refer to this quantity as the “ice melt potential”.

3. Model realism

We begin by assessing the UH8to2 representation of the Arctic ocean-sea ice system, relative to historical observations, the WOA18 climatology, and synoptic satellite and ITP observations.

### 3.1. Model initial conditions relative to synoptic observations and climatology

We identified several differences between the ITP observations, the model initial conditions, and the WOA18 climatology. The ITP observations have warmer Pacific Summer Water than either the WOA18 climatology (Fig. 3c and i) or the model initial conditions (Fig. 3f and i). The WOA18 Pacific Summer Water is somewhat warmer and more variable in temperature than the model initial conditions, reaching temperatures greater than 2 °C. ITP Atlantic Water depth and temperature is approximately the same as the WOA18 (Fig. 3g and h), while the initial condition Atlantic Water temperature is slightly warmer and shallower than ITP observations in the eastern Arctic (Fig. 3j and k). The model initial conditions also showed more Atlantic Water temperature variability in the western Arctic than seen in either the ITP observations or the WOA18 climatology (Fig. 3h and i). The model initial conditions had Atlantic Water that was slightly warmer than climatology (Fig. 3b and e). The differences between the ITP data and WOA18 climatology may indicate that the climatology deviates in some ways from the current state of the Arctic Ocean, which is changing rapidly. Note that while ITP data from 2017 was potentially available for assimilation into the 2005–2017 WOA product, the three more recent years were not. It also is possible that some of these differences are due to variability in the water masses that is suppressed in climatological averaging, particularly in the case of the Pacific Summer Water which is intermittently found throughout the basin.

3.2. Arctic gateway fluxes and circulation

Simulated volume, heat, and freshwater fluxes through major Arctic gateways generally agree well with observational estimates (Table 2).

### Table 2

<table>
<thead>
<tr>
<th>Gateway</th>
<th>UH8to2</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (Sv)</td>
<td>Bering Strait</td>
<td>1.2 (1.1)</td>
</tr>
<tr>
<td></td>
<td>Davis Strait</td>
<td>−2.1 (0.8)</td>
</tr>
<tr>
<td></td>
<td>Fram Strait</td>
<td>−1.6 (2.3)</td>
</tr>
<tr>
<td></td>
<td>Denmark Strait</td>
<td>−5.2 (2.7)</td>
</tr>
<tr>
<td></td>
<td>Barents Sea Opening</td>
<td>2.4 (1.4)</td>
</tr>
<tr>
<td>Freshwater (mSv, ref 34.8 g/kg)</td>
<td>Bering Strait</td>
<td>88.2 (90.1)</td>
</tr>
<tr>
<td></td>
<td>Davis Strait</td>
<td>−132.4 (51.5)</td>
</tr>
<tr>
<td></td>
<td>Fram Strait</td>
<td>−101.45 (36.7)</td>
</tr>
<tr>
<td></td>
<td>Denmark Strait</td>
<td>−102.7 (52.2)</td>
</tr>
<tr>
<td></td>
<td>Barents Sea Opening</td>
<td>−8.5 (14.3)</td>
</tr>
<tr>
<td>Heat (TW, ref -1.9 °C)</td>
<td>Bering Strait</td>
<td>17.2 (24.7)</td>
</tr>
<tr>
<td></td>
<td>Fram Strait</td>
<td>39.5 (18.9)</td>
</tr>
<tr>
<td>Heat (TW, ref 0 °C)</td>
<td>Davis Strait</td>
<td>13.6 (18.0)</td>
</tr>
<tr>
<td>Heat (TW, ref 0 °C)</td>
<td>Barents Sea Opening</td>
<td>70.6 (35.6)</td>
</tr>
</tbody>
</table>

\(^{a}\)Woodgate (2018); \(^{b}\)Curry et al. (2014); \(^{c}\)de Steur et al. (2018); \(^{d}\)Schauer et al. (2004); \(^{e}\)Våge et al. (2013); \(^{f}\)Smedsrud et al. (2013); \(^{g}\)Woodgate (2018); \(^{h}\)Curry et al. (2014); \(^{i}\)Rabe et al. (2009); \(^{j}\)de Steur et al. (2018); \(^{k}\)Münchow et al. (2006); \(^{l}\)Våge et al. (2013); \(^{m}\)Segtnan et al. (2011); \(^{n}\)Woodgate et al. (2012); \(^{o}\)Schauer et al. (2004); \(^{p}\)Curry et al. (2014); \(^{q}\)Smedsrud et al. (2013)
were modest (a couple centimeters per second), except in boundary currents at the basin’s margin and along the Chukchi slope (north of Alaska), where they at times exceeded 10 cm/s. The model successfully captured intricate flow fields in the Chukchi Sea and Fram Strait. Warm eddies and intrusions (not shown) were apparent associated with Bering Sea inflow, similar to observed small-scale features (Fine et al., 2018; MacKinnon et al., 2021).

3.3. Sea ice

Sea ice mediates exchanges of heat, fresh water, and momentum between the atmosphere and ocean, and is itself impacted by both atmospheric and oceanic forcing. Monthly total sea ice extent (Fig. 5a and b), defined as the sum of the area of the grid cells in which sea-ice concentration is greater or equal to 15%, is compared between the UH8to2 simulation and from a compilation of satellite observations for 2017–2020. In December through February, UH8to2 total sea ice extent closely follows observations, with the simulated and observed February maximum sea ice extent agreeing well. In March through June, the UH8to2 values are slightly larger than observed, while in August through October the simulated total sea ice extent is significantly lower than observed values. The UH8to2 mean September minimum is roughly 1.5 ×10⁶ km² or 1.8 ×10⁶ km² lower than that obtained from the bootstrap or NASA Team algorithms, respectively. Using the standard error from each of the bootstrap and NASA Team time series to define the 95% significance level, the spring excess was only significant in May and June of 2018 and 2020, while UH8to2 values lie outside of the observational error bounds in August through October of all years.

Over 2017–2020, satellite observations found a negative trend in total sea ice extent (Fig. 5c). This trend was represented well by the UH8to2 model, with the model trend lying between the two different estimates from the NASA and bootstrap algorithms. Anomalies from the seasonal means were also captured well by the model, with only small differences between the modeled and observed anomalies.

Similarly, maps of monthly-averaged sea ice concentration (Fig. 6; over areas with at least 15% concentration) shows good agreement with SSM/I observations in April of 2020, however as the year progresses model ice is lost too quickly relative to observations. By June 2020, the ice edge is realistic but concentrations are about 10% lower in the Pacific sector and in parts of the Eurasian basin south of 80° N. In September 2020, the UH8to2 ice edge has retreated further than in satellite observations, and ice concentration over the modeled ice cap is too low. In October 2020, UH8to2 concentrations are largely in agreement with observations but the ice edge is still somewhat less extensive in the central Arctic than in observations. By November 2020, the ice extent is very realistic but sea ice concentrations are biased low in the Eurasian basin south of 80° N. These biases appear in all years, but are most dramatic in 2020, which had the lowest summer sea ice extent of all four years in both the model and observations.

Monthly sea-ice thickness from the UH8to2 model and CryoSat–2 show simulated sea-ice thicknesses that are generally thinner than observed (Fig. 7). October 2019 through March 2020 are shown, as biases in thickness increased during the four year model period, and this was the last full winter over which the simulation was run. These differences are especially pronounced in October through December. In these months, observed ice is thicker over the entire ice cap by 0.5–2.0 m, except for a thin land band north of Greenland where the model is up to 0.5 m thicker. The largest discrepancies occur in the central and eastern Arctic. In February through March 2020, simulated sea-ice thicknesses are about 0.5–1.0 m thinner than the observations in the central Arctic and Eurasian basins, whereas in the western Arctic and just to the north of the Canadian Archipelago the model fields are about 0.25–0.5 m thicker. Biases are at a minimum in January. The low thickness biases in the model from October through December indicate a delay in the freeze cycle relative to observations in the Eurasian Basin and central Arctic. CryoSat–2 thickness estimates agree with in situ observations with errors in the range of 0.5–10 cm, however, errors in radar retrieval can be as large as 40 cm (Giles et al., 2007; Center for Polar Observation and Modelling Data Portal, 2023).

In summary, UH8to2 sea ice shows a realistic seasonal cycle and accurately captures anomalies over the four year model run, however it tends to be biased towards low sea ice extent and concentration in summer months and low thickness in winter months. These biases occur throughout the Arctic with the exception of the region just north of Greenland and the Canadian Archipelago, and are most dramatic in the central and eastern Arctic, where winter thickness is particularly reduced.

3.4. Hydrography

Due to the Arctic Ocean’s salinity-dominated stratification, hydrographic structure determines where oceanic heat is stored in the basin and how accessible it is to the surface. In this section we examine the model representation of the major reservoirs of subsurface Arctic heat, Atlantic Water and Pacific Summer Water, as well as the model’s representation of near-surface stratification. These oceanic features play a key role in determining how subsurface water masses influence ice-ocean processes. We contrast the model’s representation of these water masses to the WOA18 climatology and synoptic ITP profiles.
3.4.1. Arctic hydrographic structure

A vertical section through the Arctic Ocean, chosen to sample the major Arctic water masses, was compared between the four-year averaged UH8to2 model and WOA18 climatology (Fig. 8). Both the climatology and the model output show a halocline-stratified Arctic Ocean, with consistent regional patterns. The eastern Arctic is warmer and saltier, while the Beaufort gyre-influenced western Arctic is cooler and fresher, with the transition between basins occurring near the north pole at the Lomonosov ridge. Subsurface Atlantic Water appears in both the UH8to2 model and WOA18 climatology, and is shallower and warmer in the eastern Arctic than in the west.

Differences between the UH8to2 model and climatology become apparent in this comparison as well. The UH8to2 Atlantic Water is warmer than in the WOA18 climatology in both the western and eastern Arctic (Fig. 8a, b and c). The UH8to2 model additionally lacks the subtle sub-surface temperature maximum between 40–100 m depth in the western Arctic associated with Pacific Summer Water (Timmermans et al., 2014). The strength of the halocline stratification also differs between the model and climatology, with the UH8to2 model exhibiting a saltier surface and fresher subsurface in the upper 100 m of the western Arctic (Fig. 8d, e and f), where Ekman convergence associated with the Beaufort Gyre results in a concentration of surface fresh water (Proshutinsky et al., 2019). As salinity controls stratification in this region, a weaker salinity gradient in the UH8to2 model results in reduced stratification in the upper ocean relative to the WOA18 climatology. These differences, and their implications for heat storage and transport in the modeled Arctic, will be explored further in the following sections.

During the years of the model run, 25 ITPs were deployed in the Arctic Ocean, primarily in the western Arctic (Table 1), providing a basis for comparing the UH8to2 model with concurrent observations. We approach this comparison in two ways: first, instantaneous ITP observations are compared to mean model fields. For this comparison, we use the four year mean for modeled Atlantic Water depth, Atlantic Water temperature, and Pacific Summer Water temperature, and the four year mean over January through March of the model mixed layer depths (Fig. 9). This method allows for us to understand the ITP observations in the context of larger scale spatial patterns, with the disadvantage that we compare instantaneous observations with mean model fields. As a second approach, we compare observed ITP profiles with the daily average model characteristics at the time and location the ITP profile was initiated. While this still necessitates comparing a pointwise observation with a model value from a finite-sized grid cell and over a daily average, the sampling strategy between the observed and modeled ocean is much more similar. We consider “average profiles” over the eastern and western Arctic across both the modeled and observed ITP deployments (Fig. 10). We additionally note that multiple factors may contribute to differences between observed and modeled profiles; for instance, ice may be present at the location of an observed ITP profile but absent in that model location, or vice versa. However, larger-scale hydrographic patterns are consistent across both methods of model-observation comparison.

3.4.2. Atlantic Water

Considering the basin-wide signatures of Atlantic Water in the UH8to2 model compared to the WOA18 climatology (Fig. 11), we find that Atlantic water is shallower (Fig. 11a and d), warmer (Fig. 11b and e), and saltier than in the climatology (Fig. 11c and f). Here 2020 annual averages are compared to the climatology, as biases were largest in this year. These discrepancies appear throughout the Arctic. Some of these differences may be attributable to ongoing climate change; one of the signals of climate change is a warming Arctic, and the increased heat and salinity contained in Atlantic water has been previously documented (Polyakov et al., 2017, 2018). Observational data used to create this climatology may not reflect the very recent conditions of this model run as the WOA18 uses observations from 2005–2017. To determine whether this is a true model bias or an accurate reflection of continuing climate change, we compare the UH8to2 model with available ITP observations from the years over which the model was run.

The four-year averaged UH8to2 Atlantic Water is also shallow and warm relative to the ITP observations (Fig. 9e and f and Fig. 10a.
and b). The smallest temperature biases are observed in the western
Arctic. Here observations find Atlantic Water around 300 m depth,
while it is generally shallower in the UH8to2 model, around 250 m.
Temperature discrepancies between the model and observations are
approximately 0.5 °C. In the eastern Arctic, UH8to2 Atlantic Water is
shallower, 100–150 m beneath the surface, with observations in the
150–200 m range. Mean temperature discrepancies between the model
and observations in the eastern Arctic are over 1 °C, and discrepancies
of >2 °C are sometimes observed. This bias was apparent in the model
initial conditions (suggesting that a different initialization procedure
potentially could have led to a different outcome) but worsened over
time, with the biggest discrepancies occurring later in the model run
(not shown). A full investigation into the source of this bias is beyond
the scope of this work.

3.4.3. Pacific Summer Water

In much of the literature, Pacific Summer Water is described as an
intermittent temperature maximum of around −0.5 to 0 °C (Shimada
et al., 2001; Steele et al., 2004; Timmermans et al., 2014, 2018). In the
WOA18 climatology this temperature maximum appears, but is quite
subtle (Fig. 8b). However, in the synoptic ITP data from 2017–2020,
September Pacific Summer Water temperatures are frequently over 0 °
C (Fig. 9g), significantly warmer than the four-year model September
mean (September is chosen for this comparison as the maximum model
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Fig. 6. Fractional sea ice concentration over areas with at least 15% ice concentration from SSM/I (top) and UH8to2 (bottom) in April (a and b), June (d and e), September (g and h), October (j and k), and November (m and n) of 2020. Differences between SSM/I and UH8to2 values are shown in panels c, f, i, l, and o.

Fig. 7. Sea ice thickness (m) for Cryosat−2 (top), UH8to2 (middle), and their difference (bottom) in October 2019 through March 2020 (left to right).
Pacific Summer Water temperatures occur in September). Mean temperature profiles from the western Arctic ITP profiles show a distinct peak in temperature around 65 m depth (Fig. 10a). In contrast, the model output lacks a significant Pacific Summer Water temperature maximum, with maximum temperatures in this depth range in the western Arctic usually less than $-1^\circ$C even in September (Fig. 9c and g). There is no subsurface temperature maximum in the mean western Arctic UH8to2 temperature profile shallower than the depth range of the Atlantic Water (Fig. 10a).

### 3.4.4. Mixed layers

Arctic mixed layers are shallow in summer as ice melt increases near-surface stratification, and deepen in winter due to storm-driven wind forcing and brine rejection as the ice cover freezes (Peralta-Ferriz and Woodgate, 2015). As mixed layers deepen in winter, heat in the warm Pacific and Atlantic water masses may be entrained into the surface layer. Winter mixed layer depths in the model are generally deeper than ITP observations, particularly in the western Arctic (Fig. 9d and h, Table 3), with discrepancies of 20–40 m. Histograms of winter mixed layer depth from observed and modeled ITP profiles show clear separation between the modeled and observed winter mixed layers in both the eastern and western Arctic (Fig. 12a,b). The mean observed winter mixed layer depth in the eastern Arctic is 46 m (standard deviation 7 m), while the winter mean modeled mixed layer depth in the western Arctic reaches 85 m (standard deviation 10 m). There is a similar but slightly smaller discrepancy in the eastern Arctic, with an observed winter mixed layer mean of 43 m (standard deviation 9 m) and a modeled mean of 77 m (standard deviation 5 m). During the summer, this discrepancy vanishes, with modeled and observed means agreeing to within 10 m in both the eastern and western Arctic.

To summarize, in examining both climatologies and simultaneous ITP data, we find that the UH8to2 modeled water column has a realistic structure, with halocline stratification, a persistent Atlantic Water temperature maximum, and is fresher and cooler in the western Arctic compared to eastern basin (Fig. 8). Some biases in the UH8to2 simulation are observed and are similar in magnitude to those found in other Arctic models discussed in the Introduction. In particular:

- Modeled UH8to2 Atlantic Water is warmer and shallower than in both the WOA18 climatology and ITPs, particularly in the eastern Arctic. (Figs. 8, 11, 9, and 10).
- The model is largely lacking Pacific Summer Water, which appears as a striking temperature maximum in ITP observations (Figs. 8, 9, and 10).
- Model winter mixed layers are deeper than in observations, particularly in the western Arctic. This discrepancy is associated with a generally weaker salinity gradient, leading to lower upper-ocean stratification (Figs. 8, 9 and 12).

In the next section we examine the implications of these biases for ice-ocean interactions.

### 4. Ice-ocean interactions

The Arctic climate is potentially sensitive to positive feedbacks between the ice and ocean, as described in the Introduction. These feedbacks are all associated with oceanic heat fluxes which excessively melt sea ice, leading to further consequences for the ice-ocean-atmosphere system. Thus, a key goal of this work is to understand how the ocean model biases identified in hydrographic structures impact ice-ocean heat fluxes. The potential for oceanic heat to impact sea ice is greatest in the winter, when mixed layers deepen so that ocean interior properties can directly affect the surface. In the four-year monthly averages, ice grows during the winter due to strong atmospheric cooling, and melts during the summer due to oceanic heat fluxes. During the summer melting season, melting is about equally partitioned

---

**Table 3**

<table>
<thead>
<tr>
<th></th>
<th>Western Arctic Winter</th>
<th>Western Arctic Summer</th>
<th>Eastern Arctic Winter</th>
<th>Eastern Arctic Summer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed ITPs</td>
<td>46 (7)</td>
<td>28 (14)</td>
<td>43 (9)</td>
<td>27 (7)</td>
</tr>
<tr>
<td>Model ITPs</td>
<td>85 (10)</td>
<td>27 (9)</td>
<td>77 (5)</td>
<td>33 (10)</td>
</tr>
</tbody>
</table>
between top and bottom melt (Fig. 13a, c, and e). However, even in the winter months there is a modest loss of sea ice due to bottom melt. This effect is particularly strong in the eastern Arctic (Fig. 13a). Considering heat fluxes to the ice, we see the atmosphere generally acts to cool the ice, with the exception of the months of June and July, when the atmosphere provides a positive heat flux to the ice (Fig. 13b, d, and f). Conversely, the ocean is always a source of heat to the ice, with peak ocean warming occurring in the summer, when thin or patchy ice allows for insolation of the upper ocean, which can then transfer heat to the sea ice. However, a smaller local maximum in the ocean warming occurs during the winter months. Once again this effect is strongest in the eastern Arctic, with ocean–ice heat fluxes exceeding 10 W m$^{-2}$ in January and February (Fig. 13b). It is this winter oceanic heating of sea ice that is likely to be most sensitive to discrepancies in the ocean interior. A warmer upper ocean, combined with deeper winter mixed layers, leads to increased quantities of oceanic heat available to the deepening winter mixed layer. Heat within the mixed layer is then available to melt or reduce growth of winter sea ice, so that oceanic biases may cause biases in model sea ice volume and extent, as appear in comparisons between the UH8to2 ice representation and satellite observations (Figs. 5, 6, and 7).

The ice–ocean–atmosphere system is complex and includes mechanisms for both positive and negative feedback, so that there are many possible causes of these biases. However, the aim of this section is to examine the potential impact of the wintertime oceanic processes that regulate sea ice growth and melt in the model relative to observations in order to better understand the climate implications of the oceanic biases discussed in Section 3.4. We begin by considering representative ITP deployments in the eastern and western Arctic over the winter season. These deployments demonstrate the seasonal changes in upper-ocean heat content, stratification, and mixed layer depth in each basin.

**4.1. Seasonal evolution of the upper ocean in ITP deployments**

Example ITP deployments show two separate scenarios for how biases in the UH8to2 fields influence representations of ice-ocean heat
flux as mixed layers deepen during winter in the eastern and western Arctic. A deployment in the eastern Arctic (ITP #111) shows differences between the model and observed ITP deployment (Fig. 14). In both the observed and UH8to2 deployment, a surface mixed layer near the freezing temperature deepens in October through April (Fig. 14b and c). In the observations, this cold mixed layer (red line) lies above a cold halocline layer, with more stratified water beneath the mixed layer still near the freezing temperature. This cold halocline layer extends from the mixed layer to about 100 m depth, and separates the deepening mixed layer from the heat contained in warm Atlantic Water (Fig. 14e).

In the UH8to2 deployment, the cold mixed layer is initially deeper than the observed mixed layer, and reaches greater depths as the winter progresses (Fig. 14c and f). While there is some stratified cool water beneath the mixed layer, this modeled cold halocline is very thin (Fig. 14f). Additionally, the UH8to2 Atlantic Water is warmer than observed (Fig. 14c). These discrepancies suggest that the cold halocline structure which serves as a barrier to prevent entrainment of Atlantic-origin heat into the mixed layer is likely less effective in the model, potentially allowing increased mixed-layer heat entrainment.

In an example western Arctic deployment (Fig. 15, ITP #114), observed mixed layer depths show a similar discrepancy with the UH8to2 model as seen in the eastern Arctic deployment of ITP #111, with deeper UH8to2 mixed layers in October, which proceed to deepen further in the winter (Fig. 15b and c). However, the water column structure in the western ITP #114 deployment is different from the eastern ITP #111. In ITP #114 observations, the Pacific Summer Water temperature maximum is clearly apparent at depths of 50–75 m (Fig. 15b). In the UH8to2 deployment, much less heat is found at these depths (Fig. 15c). By April the UH8to2 mixed layer reaches depths of 100 m, and is near the freezing temperature, suggesting that any heat above 100 m was entrained into the deepening winter mixed layer. The UH8to2 deployment additionally shows very low stratification above this depth compared to the observations (Fig. 15e and f). While there is more heat above 100 m in the observed temperature section, which could potentially be entrained into the mixed layer, the observed mixed layer never deepens into the stratified Pacific Summer Water temperature maximum. Thus model biases in the western Arctic deployment #114 could lead to either increased or diminished heat flux from the ocean to overlying ice, as the model does not retain the year-round temperature maximum seen in observations.

4.2. Upper-ocean heat and freshwater content

Comparing ITP observations with synoptic model profiles in both the eastern and western Arctic suggests that the patterns observed in the individual deployments of ITPs #111 and #114 are robust. Here we consider mean temperature and salinity profiles in the ocean shallower than 100 m, below which oceanic properties show little seasonal variation, in October and March (Fig. 16). These months were chosen as representative of the start and end of the freezing period. A caveat in the eastern Arctic is that while numerous profiles were collected in
each season, the spatial distribution of sampling was strongly biased, as three ITPs were released in the central Arctic in the late summer and then drifted toward Fram Strait over the following months, so that temporal differences cannot be examined without also considering the influence of spatial inhomogeneity. However, persistent patterns occur, as follows.

In the eastern Arctic, we find that the warmer and shallower UH8to2 Atlantic Water results in warmer October temperatures in the upper 100 m relative to ITP observations (Fig. 16a). The UH8to2 salinity has a weaker gradient in the model relative to observations (Fig. 16e). In March, the difference between observed and modeled mean temperature profiles is much smaller, as both have a mixed layer near the freezing temperature that extends to 80 m depth (Fig. 16b). The discrepancy between UH8to2 and observed salinity is smaller in March than in October, with a saltier observed mixed layer (Fig. 16f). In the western Arctic, we find a more persistent temperature difference between the UH8to2 model and ITP observations, as the Pacific Summer Water temperature maximum centered around 60 m depth is seen in both October (Fig. 16c) and March (Fig. 16d) observations, but absent in the UH8to2 profiles (Fig. 16 c and d). This temperature maximum is associated with a persistent halocline (Fig. 16g and h), although the observed mixed layer is more saline in March than in October. In observations, the cold winter mixed layer in the Western Arctic only reaches about 40 m depth. Conversely, the UH8to2 model lacks the Pacific Summer Water temperature maximum, and has a much deeper winter mixed layer, which extends to approximately 80 m depth. Salinity gradients are weaker in the UH8to2 model than in ITP observations; the model also lacks the Pacific halocline.

These differences lead to discrepancies in upper-ocean heat content between the UH8to2 model and ITP observations (Table 4). Upper-ocean heat content has the potential to melt significant amounts of sea ice in both the observed and modeled profiles (Table 5, see Methods). Considering the integrated heat content above 100 m in the eastern Arctic, we find more upper-ocean heat in the UH8to2 model than in the observations, associated with a warmer and shallower Atlantic Water temperature maximum. The UH8to2 heat content would be sufficient...
to melt 62 cm of ice per m² of surface area if it were brought entirely to the ocean surface, while the observed heat content could melt only 33 cm of ice per m². In both the UH8to2 and observed deployments, more heat is found in October, when the cool mixed layer is shallower (∼30–40 m) compared to March, when the mixed layer is around ∼80 m depth. However, the difference in heat content between October and the following March is bigger in the UH8to2 mean relative to observations. In the model, the change in heat content from October to March would be sufficient to melt 41 cm of ice per m², while the observed difference in heat content could only melt 18 cm of ice per m². This supports the hypothesis that the relatively warm and shallow Atlantic layer in the model results in increased entrainment of oceanic heat into the mixed layer, potentially weakening the winter sea ice in the eastern Arctic.
Fig. 13. UH8to2 four-year monthly average sea ice growth in m (a, c, e; curves stack so that the shaded area represents the value of each term) and heat flux in W m$^{-2}$ (b, d, f) budgets for the eastern Arctic (a and b), Beaufort Gyre region (c and d) and pan-Arctic Ocean (e and f). Signs for atmospheric and oceanic heat fluxes are chosen so that a positive flux represents heating of the ice. Here the “Beaufort Gyre region” is defined as all grid cells between longitudes of 180 and 120° W and north of 70° N; “eastern Arctic” is grid cells between longitudes of 0 and 160° E and north of 80° N; and the “pan-Arctic Ocean” is all grid cells north of 80° N along with those grid cells east of 90° E and west of 90° W which are north of 70° N.

Fig. 14. ITP #111 section in the eastern Arctic. (a) Overhead map of ITP deployment, (b) observed temperature (°C), (c) modeled temperature (°C) along ITP deployment, (d) model-observed temperature difference (°C), (e) observed buoyancy frequency (rad$^2$ s$^{-2}$), (f) modeled buoyancy frequency (rad$^2$ s$^{-2}$), (g) model-observed buoyancy frequency difference (rad$^2$ s$^{-2}$). The mixed layer depth is shown as a red line in panels b,c,e, and f. Colors corresponding to locations in panel (a) are plotted across the tops of (b) and (e) (note that the profiler stopped collecting data partway through deployment).
In the western Arctic, ocean heat content in the upper 100 m is greater in observed profiles than in the UH8to2 simulated counterparts, with the difference being sufficient to melt 70 cm of sea ice per m². However, the seasonal evolution of the observed and modeled temperature profiles are very different. In observations, the winter mixed layer stays above 40 m depth in March, allowing the majority of
heat associated with the Pacific Summer Water temperature maximum to remain insulated from the ocean surface. In contrast, the model mixed layer reaches nearly 80 m of depth in March. Comparing the difference in heat content in the upper ocean in both the model and observations from March to October, we find that the change in heat content over this time period is approximately equal in both the model and observations, with both temperature profiles losing enough heat to melt 31 cm of ice per m². Thus, while the upper-ocean dynamics are very different between the model and observations, the impact on ice-ocean fluxes is apparently identical. For reference, the average integrated UH8to2 bottom melt rate from November through February is 3.4 cm in the western Arctic and 25 cm in the east. Not all available heat melts ice, as some may be used to warm ice to the freezing temperature, lost to the atmosphere, or advected laterally.

In both the eastern and western Arctic, UH8to2 winter mixed layers tend to deepen more than in synoptic observations (Fig. 16). To understand the mechanism driving this deepening, we consider two potential factors across all ITP deployments: the net surface freshwater flux and the ice-ocean stress (scaled here by the ice concentration). In the winter, brine rejection leads to a saltier surface layer across the Arctic, leading to negative freshwater flux (Hunke et al., 2015). This increased salinity results in increased density of the surface mixed layer, potentially leading to convection that causes the mixed layer to deepen. Wind forcing may also deepen the winter mixed layer. In the ice-covered ocean, storms result in inertial oscillations within the sea ice (Brenner et al., 2021; Cole et al., 2018). The 20 min coupling of the ice, ocean, and atmospheric fields in the UH8to2 allows realistic inertial oscillations to develop (Roberts et al., 2015). As the ocean mixed layer responds to the stress induced by the sea ice, shear at the base of the mixed layer increases. This shear can lead to instabilities, and ultimately cause deepening of the mixed layer.

Given these physical mechanisms, we expect the wintertime increase in the mixed layer depth to be negatively correlated with the modeled net surface freshwater flux and positively correlated with the magnitude of modeled ice-ocean stress. We explore these hypotheses by calculating partial-correlation coefficients for both surface freshwater flux and wind stress for each UH8to2-simulated winter ITP deployment. Fig. 17a shows how the mixed layer depth and each of these controlling factors vary over the two modeled example ITP deployments (ITP #111 and #114) discussed in Section 4.1. There are 17 modeled ITP deployments in the western Arctic and 4 in the eastern Arctic which have at least 20 profiles between October and March of the following year. For each of these deployments we calculate partial correlation coefficients for the change in mixed layer depth with the net surface freshwater flux (controlling for the effect of ice-ocean stress magnitude), and between the change in mixed layer depth and ice-ocean stress magnitude (controlling for the effect of net surface freshwater flux; Fig. 17b). All terms are smoothed over a 7-day interval. In the western Arctic, the mean partial correlation coefficient between the change in mixed layer depth and the surface freshwater flux is −0.12 (95% CI: −0.23 to −0.01 across all 17 deployments). The strength of the partial correlation between the change in mixed layer depth and ice-ocean stress magnitude (controlling for the effect of net surface freshwater flux) is comparable, with a mean value of 0.1 (95% CI: 0.004 to 0.20). In the eastern Arctic, the lack of data makes statistical analysis challenging, however calculated values suggest generally similar correlations to those seen in the western Arctic. These results suggest that both brine rejection and ice-ocean stress contribute to mixed layer deepening in both the eastern and western deployments, although neither process accounts for the majority of the variability in mixed layer depth.

5. Discussion

In reviewing the results of the present study, we consider three main angles. First, we discuss the issue of climate feedbacks, their representation in the UH8to2 model, and the climate impacts of model biases. Secondly, we consider these results in the context of other Arctic modeling studies. Finally we discuss areas for future research.

5.1. Climate feedbacks and impacts

In the UH8to2 model, a bias towards low sea ice conditions can be partially explained with reference to ocean biases in the eastern Arctic. Both the brine rejection feedback and the wind–ice–ocean feedback would lead to similar effects that are consistent with the UH8to2 model. These effects include overly deep winter mixed layers and overly weak upper-ocean stratification. Both effects occur throughout the UH8to2 Arctic. However, in the western Arctic, upper-ocean biases in stratification are not associated with significant discrepancies in the heat content available to melt ice, due to offsetting errors between a deeper model winter mixed layer and less model heat storage above 80 m depth. Thus in this region, a full positive feedback loop does not apply, since deeper model mixed layers do not result in meaningfully-increased ocean–ice
heat fluxes. Even though upper-ocean biases in temperature, salinity, and stratification exist in the western Arctic, these biases are not a likely cause of the reduced model ice observed in the western Arctic. We cannot rule out the possibility that atmospheric biases contribute to sea ice biases as well. However, as the JRA55-do atmospheric forcing is a data-assimilative product we think the atmospheric forcing is less likely to lead to errors in sea ice or positive feedback than biases in the ocean model (Tsujino et al., 2018).

We find that both surface freshwater flux and ice-ocean stress are weakly correlated with changes in winter mixed layer depths, suggesting that both brine rejection and shear instability contribute to mixed layer deepening in the model. Both a brine-rejection feedback and a wind–ice–ocean feedback thus have the potential to be active in the UH8to2 simulation. However, overly deep mixed layers may also be caused by initial conditions with insufficient stratification, or due to difficulty in representing Arctic stratification with limited vertical levels. Arctic summer mixed layers are frequently less than 10 m deep (Peralta-Ferriz and Woodgate, 2015), so that realistic representation of both the deepening of mixed layers in the fall and early winter, and the strong stratification at the base of these mixed layers, is very limited given that the UH8to2 vertical grid has a minimum cell height of 10 m. Even the 5 m grid used by Jin et al. (2018) may not be sufficient to fully resolve the mixed layer; cell height of 2 m or less is likely needed to accurately represent this stratification. These potential sources of errors are additional explanations for the overly deep UH8to2 winter mixed layers, and associated elevated vertical heat fluxes, that do not invoke a feedback mechanism. Once the model is in a state with relatively weak stratification, the barrier to deepening winter mixed layers is reduced, so that forcing the model with appropriate surface fluxes will be insufficient to create a realistic upper-ocean seasonal stratification profile. The advection and diffusion terms necessary to close a full mixed layer heat budget (Delman et al., 2018) were not saved in the current model run. Quantifying the contribution of each heat budget term to the mixed layer evolution could be a subject for future study.

Throughout this analysis, we have focused on the effect these mixed layer biases have on ice-ocean heat exchanges. However, the overly deep winter mixed layers have other implications as well. Observational studies indicate warm Pacific Water enters the Beaufort Sea via Barrow Canyon, the Beaufort Shelfbreak Jet, and the Chukchi Slope Current, and is transported by eddies and intrusions into the basin (Corlett and Pickart, 2017; Boury et al., 2020; Lin et al., 2021; Fine et al., 2018; MacKinnon et al., 2021; Fine et al., 2022). The UH8to2 circulation has good representations of these boundary currents thanks to its high horizontal resolution (Fig. 4). These currents carry warm water in the simulation (Fig. 9c). This warm water additionally appears as a passive tracer, showing the separation of eddies from the Chukchi Slope Current (Fig. 9c). UH8to2 sections through Barrow Canyon and the Bering Strait also show realistic distributions of heat (not shown). We therefore conclude that the pathways of warm Pacific inflowing water are reasonably well-represented within the UH8to2 simulation. Thus although the lack of a UH8to2 Pacific Summer Water temperature maximum could be attributed to circulation not captured by the model, it is far more likely that the deeper-than-observed winter mixed layer depths in the model result in the loss of this Pacific-origin heat to the atmosphere and sea ice at the ocean’s surface, preventing its accumulation over decadal timescales (Timmermans et al., 2018). The lack of the Pacific subsurface temperature maximum has implications for sound speed estimates, lateral temperature variability, and upper-ocean heat content in the UH8to2 simulation. Sufficient stratification at the base of the mixed layer to prevent the development of overly deep winter mixed layers could be sufficient to improve the Pacific Summer Water representation; whether this realistic stratification could be attained solely by increasing vertical resolution is a topic for future study.

Inssofar as the Arctic ocean is sensitive to ice-ocean feedbacks, there is the risk that relatively small initial model biases will lead to increasingly large discrepancies between model and observation, limiting predictive capacity. This concern is of particular relevance given that many other biases can occur in the model throughout the year. Much attention has been given to the ice-albedo effect, in which early ice melt leads to increased insolation through the summer months, which warms the ocean’s surface, allowing for more ice to melt. Additionally, late freeze-up in the fall leads to less snow accumulation over the winter, which in turn allows for earlier ice melt (Derksen and Brown, 2012), and early sea ice melt leads to increased ocean evaporation (Boisvert et al., 2015). As well as leading to enhanced atmospheric water vapor, evaporation decreases upper-ocean stratification and could result in deeper mixed layers. All of these feedbacks may operate simultaneously, so that in the worst case scenario relatively small biases in winter mixed-layer deepening processes can lead to a worse summer sea ice representation, which then initiates other feedbacks in both the ocean and atmosphere that result in increasing model biases (Cohen et al., 2014).

5.2. Comparisons with other studies

A number of other studies have focused on the fidelity of Arctic ice-ocean models, or of fully-coupled models in the Arctic ocean. The model biases that we see are within the range of those from other ice-ocean Arctic models (Ilicak et al., 2016; Wang et al., 2016b; Hordoir et al., 2022; Wang et al., 2018). These models have seen vast improvement over recent decades, with earlier models unable to reproduce the halocline stratification observed in the Arctic to the extent that the Pacific Summer Water temperature maximum was entirely absent in all 10 of the models used for a Model Intercomparison Project, which had generally very different Arctic representations (Holloway et al., 2007). In the UH8to2 model we find insufficient halocline stratification in the upper Arctic ocean, however this bias is greatly improved relative to the earlier models, possibly due to changes in model ice-ocean Ekman transport (Roberts et al., 2015). Similar biases are found in the fully coupled CESM1 and CESM2 (Rosenblum et al., 2021).

The UH8to2 model is run with ultrahigh resolution, which leads to improved representation of boundary currents and eddies. Recent work has emphasized the advantages of such ultrahigh resolution, including better insight into how eddy energy is distributed throughout the basin (Wang et al., 2020), how Arctic eddies mediate ice-ocean heat fluxes (Manucharyan and Thompson, 2022), and how higher fidelity sea-ice representations demonstrate the importance of leads in mediating ice-ocean feedbacks (Xu et al., 2021; Hutter et al., 2022). Increasing horizontal resolution allows for insight into the eddy processes that set tracer properties and the flow of energy throughout the basin, and the ice-ocean dynamics that regulate heat transport to the surface. Arctic observations are sparse, and high-resolution models are critical for understanding flows in boundary currents and how changing water properties propagate from Arctic gateway sources.

However, in the current study high lateral resolution does not appear to meaningfully improve upper-ocean stratification, or the representation of winter deepening of mixed layers. This is consistent with work by Chassignet et al. (2020), which found that while higher model resolution improves representation of surface currents and internal variability, higher horizontal resolution does not always lead to improved biases in temperature and salinity, which determine stratification. It is possible that even higher horizontal resolution is necessary to accurately model the mixed-layer processes that stratify the upper ocean (summer mixed layer depths of <10 m correspond to a mixed-layer Rossby number of <3 km, and even the ultrahigh resolution model does not resolve these scales). However, there are simpler dynamics related to vertical mixing that may also lead to this discrepancy. The vertical resolution of the model is coarse relative to observed mixed layer depths, and the model uses the K-Profile Parameterization (KPP) (Large et al., 1994) which is not optimized for the Arctic where mixing rates are weaker than in the global ocean (Guthrie et al., 2013). Zhang et al. (2016) find better representation of Pacific Summer
Water in a model with 5 m near-surface vertical resolution. It is possible that increasing vertical resolution alone would result in some model improvement.

Discrepancies in model brine rejection relative to observations are discussed in depth by Nguyen et al. (2009), who suggest a parameterization to account for the tendency of pockets of brine rejected by sea ice to quickly subduct beneath the mixed layer in plumes, which result in much less mixing than that induced by spreading the equivalent amount of salt over the full surface of a model grid cell, which leads to full convection. Jin et al. (2018) describe differences between a high-resolution regional Arctic model with and without an implementation of such a brine rejection parameterization (Jin et al., 2012; Nguyen et al., 2009) and ice “mushy-layer” thermodynamics (Turner et al., 2013). Including these parameterizations resulted in significant improvements in model temperature, salinity, and mixed layer depth throughout the Arctic. While CICE already contains “mushy-layer” thermodynamics, incorporating a brine rejection parameterization might reduce the tendency of the UH8to2 model to form overly deep winter mixed layers.

5.3. Areas for future research

As the model biases we observe, particularly in representations of the heat content, stratification, and depth of Atlantic Water and Pacific Summer Water, are similar to those found in other forced ice-ocean models (Wang et al., 2016a; Ilicak et al., 2016; Hordoir et al., 2022; Wang et al., 2018) and fully-coupled global models (Rosenblum et al., 2021), we suggest that our qualitative conclusions likely apply to other Arctic modeling efforts. Higher resolution models, such as the one described in this study, have the potential to better represent inflowing water masses, boundary currents, and the mean-eddy flow exchanges that regulate heat transport into the Arctic; however, higher resolution models do not necessarily improve temperature or salinity biases. A model that has an initially accurate sea ice field coupled with an ocean with significant temperature and salinity biases is at risk of errors in representing the ice-ocean processes that mediate ice growth and melt cycles which compound over time, as seen in the positive feedbacks discussed in this study. Alternatively, model biases may work out so that the ice-ocean processes result in approximately accurate fluxes in spite of discrepancies in the temperature and salinity in the model, as we found in the western Arctic. Both of these scenarios can limit the utility of the model for future climate projections. Positive ice-ocean feedbacks can lead to errors on seasonal or interannual timescales, while the lack of Pacific Summer Water seen in the model may lead to errors on longer interannual or decadal timescales, if the model is unable to represent future vertical heat fluxes from the warm interior water mass. Conversely, the simulated biases in this model provide an opportunity to understand the physical mechanisms at work in the model and can help in interpreting observations which are by necessity sparse in space and time. These biases also do not preclude the model’s usefulness for examining many other processes.

Multiple factors likely contribute to these model biases, and there are many possible avenues to improve model representations of the Arctic upper ocean. Understanding the relative importance of the model limits of vertical resolution and model mixing representations in depicting the seasonal cycle of upper-ocean stratification and mixed layer deepening could provide insight into possible modifications to existing models that would improve the representation of these ice-ocean processes. Arctic model metrics are frequently focused on parameters such as gateway fluxes, Atlantic water temperature and depth, and circulation characteristics (Holloway and Proshutinsky, 2007; Wang et al., 2016b; Ilicak et al., 2016; Hordoir et al., 2022); while these are all important, we suggest that summer and winter mixed layer depths and characteristics of the Pacific Summer Water temperature maximum provide essential insight into the drivers of ocean–ice heat flux. Understanding the small-scale processes that regulate winter ocean–ice heat fluxes is an area of ongoing research (Webster et al. 2022, Rabe et al. 2022, Smith et al. 2022, von Albedyll et al. 2022, and many others), and continuing to develop improved representations and parameterizations of these processes so that models accurately simulate these important exchanges will help improve the accuracy of Arctic climate projections going forward.

6. Summary

The main goal of this work was to compare the UH8to2 Arctic ocean and sea ice simulation with contemporaneous observations and climatology, with an eye towards understanding the influence of model biases on ice-ocean interactions. In this comparison, we found that the UH8to2 model provides high-resolution quasi-realistic Arctic circulation, gateway fluxes, water mass distribution, and sea ice, with

• major current pathways that agree with observations and high eddy activity in the ice-free ocean
• gateway fluxes of volume, fresh water, and heat within a standard deviation of observations
• realistic seasonal cycle in sea-ice extent and thickness
• water mass distribution showing general vertical and spatial structure in agreement with climatology.

While the overall assessment shows promise, several model biases exist. These include

• sea ice extent and concentration biased low in the summer and fall, particularly in the eastern Arctic
• sea ice thickness persistently biased low, with the largest biases occurring in the eastern and central Arctic in the late fall
• Atlantic Water is shallow and warm relative to both climatology and ITP observations
• Pacific Summer Water, which appears in climatology and more dramatically in ITP observations, is largely absent in the UH8to2 model.
• Model stratification is weaker than that of observations and climatology.

We suggest that the model biases in sea ice extent, concentration, and thickness are linked to the model biases in stratification and upper-ocean heat content. Overly deep model winter mixed layers are associated with weak model stratification, resulting in the entrainment of heat from an overly warm and shallow Atlantic Water mass, particularly in the eastern Arctic. These linked processes may accelerate each other through positive feedbacks, including both the brine rejection feedback and the ice–wind–ocean feedback mechanism. The model’s impressive horizontal resolution does not effectively overcome these discrepancies in upper-ocean dynamics. Increased vertical resolution or more effective mixed layer parameterizations could potentially help to alleviate this issue.
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