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[1] The prediction of tropical cyclone (TC) track has improved greatly in recent decades due in part to the implementation and improvement of numerical weather prediction (NWP) models. However, the prediction of TC intensity using NWP models remains difficult. Several hypotheses have been proposed to explain the factors contributing to the TC intensity prediction errors and one of the leading candidates is the implication of an evolving sea-surface temperature (SST) boundary condition beneath the TC. In this study, a regional scale coupled atmosphere-ocean model is developed using the Advanced Research Weather Research and Forecasting (ARW) model and the HYbrid Coordinate Ocean Model (HYCOM). A coupling algorithm and a methodology to define appropriate ocean initial conditions are provided. Experiments are conducted, during the lifecycle of TC Ike (2008), using both the coupled-model and static (e.g., temporally fixed) SST to illustrate the impacts of the coupled-model for the TC track, intensity, and structure, as well as upon the larger (synoptic) scale. The results from this study suggest that the impact of the evolving SST (e.g., from a coupled atmosphere-ocean model) begin to impact the intensity, size, and thermodynamic structure for TC Ike (2008) at forecast lead-times beyond 48-hours. Further, the forecast trajectories (i.e., tracks) do not illustrate large differences between the non-coupled and coupled-models. Finally, the impact of the SST boundary condition upon TC Ike (2008) appears to be a function of the strength of the atmospheric forcing – in particular the size and intensity of the TC wind field.


1. Introduction

[2] The forecast skill for tropical cyclone (TC) position (e.g., track) has increased in recent decades (see NHC Tropical Cyclone Forecast Verification available at http://www.nhc.noaa.gov/verification, hereinafter referred to as NHC Tropical Cyclone Forecast Verification). This improvement has been attributed, at least in part, to the use and ongoing development of the numerical weather prediction (NWP) models which are utilized by the National Hurricane Center (NHC) and other weather agencies when issuing forecasts. Despite the improvement for TC track predictions, similar improvement trends are not seen when evaluating the skill relative to TC intensity forecasts (NHC Tropical Cyclone Forecast Verification). Several hypotheses have been proposed to explain the intensity forecast difficulties. In particular, much emphasis has been placed on the ocean boundary condition within NWP models – specifically those NWP models tasked with producing TC track and intensity forecasts (e.g., HWRF). Currently, the majority of the global operational NWP models employ a static (i.e., non-temporally evolving) sea-surface temperature (SST) boundary condition. A consequence is that the TC's impact upon the upper ocean and the upper ocean mixed-layer (OML) is not simulated and thus the OML does not evolve in accordance with the forcing induced by the TC [Price, 1981; Brooks, 1983; Bender and Ginis, 2000; Shay et al., 2000; Chan et al., 2001].

[3] In recent years regional-scale NWP models, specifically those applied for TC prediction, have implemented interactive ocean boundary conditions. Bender and Ginis [2000] discuss the coupling of the Princeton Ocean Model (POM) [Blumberg and Mellor, 1987] to the high resolution Geophysical Fluid Dynamics Laboratory (GFDL) TC prediction model [Kurihara et al., 1993]. More recently, the next generation operational TC prediction
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model – the Hurricane Weather Research and Forecasting (HWRF) model, has been coupled to the POM and a feature-based data assimilation (FBDA) methodology [Falkovich et al., 2005; Yablonsky and Ginis, 2008] has been implemented in order to better diagnose the position and the magnitude of the TC induced oceanic cold-wake within the SST analysis. Despite these advances in TC modeling efforts, much research (and thus modeling) remains to be done in order to better understand the physics of the air-sea interactions within TCs. Much has been learned through observations [Powell et al., 2003; Chen et al., 2007; Zhang et al., 2009; Zhang, 2010] and some of this knowledge has been implemented within NWP models [Bao et al., 2000; Moon et al., 2004; Nolan et al., 2009a, 2009b]. However without easily accessible tools to study such phenomena within a NWP model reference frame, the incorporation of any knowledge gained from observational studies becomes nearly impossible.

[4] It is not the intention of this study to highlight and/or identify the pitfalls of the current NWP methods (involving coupled-models) for TC prediction. Rather, we provide the reader an easily accessible methodology for coupling independent geophysical (specifically atmosphere and ocean) models. The algorithms provided within may be extended such that other pertinent geophysical prediction (e.g., wave and sea-spray) models may be coupled with those for the atmosphere and ocean. The impact of the coupled-model for both the TC and the larger (synoptic) scales is illustrated using NWP forecast experiments conducted during the lifecycle of TC Ike (2008). The remainder of the manuscript is organized as follows. In section 2 we discuss the atmosphere and ocean model coupling methodologies while section 3 describes the experiment configurations for TC Ike (2008) as well as the TC tracking and diagnostic variable evaluation algorithms. In section 4 we analyze the results from each of the experiments and conclude (in section 5) with both a discussion of and possible applications for future studies.

2. Methodology

[5] This section describes the details of the coupled-model and the TC detection and diagnosis algorithms. The atmosphere and ocean model physics, listed in Table 1, are identical for all experiments.

2.1. Coupled Atmosphere-Ocean Model Description

[6] Version 2 of the Advanced Weather Research and Forecasting (ARW) model [Skamarock et al., 2005] provides the atmosphere model for the coupled modeling system. The ARW is a fully compressible, non-hydrostatic model using a dry-hydrostatic terrain-following vertical coordinate (\(\eta\)). The model dynamics evolve from a flux-form of the Euler equations [Ooyama (1990)] and are integrated forward using a 20-second time-step and the 3rd order Runge-Kutta time-stepping scheme described by Wicker and Skamarock [2002]. The Mercator projected ARW domain has a horizontal grid spacing of 7.810-km and is centered at 28.58N, 55.4W while the vertical coordinate consists of 36-unevenly spaced \(\eta\)-levels.

[7] The HYbrid Coordinate Ocean Model (HYCOM; v90.3) [Bleck, 2002; Chassignet et al., 2003; Halliwell, 2004] simulates the oceanic forcing within the coupled modeling system. The appeal of HYCOM is the behavior of the model vertical coordinate: (a) within stratified ocean regions, HYCOM’s vertical coordinate is defined using target densities (or isopycnals); (b) within shallow coastal regions the coordinate transitions to a terrain (e.g., ocean bathymetry) following coordinate (i.e., \(\sigma\)); (c) finally in un-stratified seas and the OML the vertical coordinate transitions to a \(z\)-level (or height) coordinate. The target density isopycnals are identical to those of the Naval Oceanographic Office (NAVOCEANO) global HYCOM experiment 90.3 configuration. Additional details regarding the characteristics of the HYCOM vertical coordinate may be found in Chassignet et al. [2003, and references therein]. The HYCOM horizontal grid is a sub-region of the \(1/12\) degree (approximately 8.81-km) NAVOCEANO global HYCOM.

[8] The attributes for the respective ARW and HYCOM grids are summarized in Table 2. We note that the dimensions of the ARW grid are larger than that of the ocean model to ensure that there exist atmospheric forcing variables for each HYCOM grid cell. However, this also means that the atmosphere and ocean model grids are not exactly co-located. When the offset between the grids is small, the error introduced when interpolating the atmospheric forcing from the ARW horizontal grid to the HYCOM horizontal grid is small. This is the case for all experiment configurations presented in this study. However, as the offset between the respective model’s grid spacing increases, the potential for interpolation error increases. In these instances, more advanced interpolation schemes, such as those described in Press et al. [1992], are desired. However, for this study a simple bi-linear interpolation scheme is applied when coupling ARW and HYCOM. Figure 1 illustrates the ARW and HYCOM coupled-model domain as well as the observed track for the TC Ike (2008) case study.

Table 1. The Relevant Atmosphere (ARW) and Ocean (HYCOM) Model Physics Parameterizations for all Experiments in this Study

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheme</td>
<td>Rapid Radiative Transfer Model (RRTM)</td>
<td>Dudhia</td>
<td>Lin et al., Mellor-Yamada-Janjic turbulent kinetic-energy (TKE)</td>
<td>Betts-Miller-Janjic</td>
<td>K-profile (KPP)</td>
<td></td>
</tr>
</tbody>
</table>
The algorithm to couple ARW and HYCOM is as follows:

1) ARW integrates from $t=t_0$ to $t=t_0+dt$ where $t$ is the model time, $t_0$ is the initial time at the coupling interval, and $dt$ is the coupling interval; this provides the atmospheric variables required to force HYCOM

2) The atmosphere variables for 10-meter wind, 2-meter temperature, 2-meter mixing ratio, and precipitation rate are interpolated to the HYCOM horizontal grid; the zonal- and meridional wind stress vectors are then computed using the NAVOCEANO HYCOM formulation [Kara et al., 2000]

3) HYCOM integrates within the same time interval (i.e., $t=t_0$ to $t=t_0+dt$) and provides an updated SST which is then interpolated to the ARW grid

Because the HYCOM grid is smaller than the ARW grid, the SST values beyond the edges of the HYCOM domain are not updated and as a result are held fixed for the duration of the forecast. Figure 2 provides a flowchart for the coupling described above. We note that the possibility exists to include additional geophysical models (i.e., WAVEWATCH-3) [Tolman, 1999] within the existing coupled-model system. However, these efforts are beyond the intent of the simple methodology described in this study.

### Table 2. The Atmosphere (ARW) and Ocean (HYCOM) Model Configurations

<table>
<thead>
<tr>
<th>Model</th>
<th>Atmosphere (ARW)</th>
<th>Ocean (HYCOM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid-spacing Resolution</td>
<td>7.81-km</td>
<td>1/12’ (8.81-km at the equator)</td>
</tr>
<tr>
<td>Grid Dimension (X × Y × Z)</td>
<td>1074 × 549 × 35</td>
<td>1063 × 545 × 32</td>
</tr>
<tr>
<td>Time-step</td>
<td>20-seconds</td>
<td>300-seconds (baroclinic)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10-seconds (barotropic)</td>
</tr>
</tbody>
</table>

**Figure 1.** The co-located atmosphere (ARW) and ocean (HYCOM) model grids. The ARW terrain field is computed from a 30-arc second topography while the ocean bathymetry is computed from the 2-minute Digital Bathymetric Data Base (DBDB2) and is identical to a similar region within the NAVOCEANO global HYCOM (v90.3). The re-analysis positions for TC Ike (2008) are illustrated by the super-imposed track. The dates, formatted as MMDDHH, are provided a 6-hour intervals beginning 0000 UTC 03 September. The solid circles indicate the dates when experiments are launched while the open circles indicate when only model forecasts are available. The red, green, and blue circles indicate the different time-periods referenced throughout the manuscript for TC Ike. The co-located regions extend from approximately 94W, 8N to 11W, 46N.
2.2 Atmosphere Model Initial Conditions

The ARW initial and lateral boundary conditions are provided by the National Centers for Environmental Prediction (NCEP) Final Analysis (FNL). These analyses are derived from the NCEP Global Forecast System (GFS) spectral and data assimilation forecast model. The NCEP-GFS configuration to compute the NCEP-FNL is run 3-hours past the synoptic time permitting the assimilation of additional observations. The resolution of the NCEP-FNL analyses is $0.5^\circ 	imes 0.5^\circ$ and defined on 26 isobaric levels. The only concession made for TCs within the NCEP-FNL analysis is the vortex relocation scheme discussed by Lord [1991]. We note that synthetic (i.e., bogus) TC vortex methods are not implemented for the NCEP-GFS.

2.3 Ocean Model Initial Conditions

For experiments using a SST analysis (e.g., HYCOM) that is different from the SST analysis within the atmosphere model initial conditions, care should be taken such that the SST and OML are balanced with respect to the atmospheric forcing. In doing so, the discontinuities resulting from oceanic and atmospheric fluxes (within the respective boundary layers) will be reduced and thus eliminating adjustments that may be non-physical. For this study we addressed this by first obtaining and interpolating the NAVOCEANO HYCOM ocean analysis, valid at a date 5-days (120-hours) prior to the respective experiment date, to the HYCOM simulation grid. Next, a 5-day (120-hour) ocean spin-up forecast is launched where the HYCOM atmospheric forcing variables are computed from the atmospheric analysis that will define the horizontal and lateral boundary conditions for ARW, in this case the NCEP-FNL. At the end of the spin-up period, the HYCOM SST and OML states approach an approximate balanced state with respect to the NCEP-FNL analysis. For the models (i.e., ARW and HYCOM) and the analyses (i.e., NCEP-FNL and NAVOCENO) chosen for this study, this step becomes necessary since the HYCOM Ocean Prediction System [Chassignet et al., 2007, 2009] computes the NAVOCEANO HYCOM atmospheric forcing from the corresponding Navy Operational Global Atmospheric Prediction System (NOGAPS) atmospheric analysis and as a result, large oscillations within the OML mean kinetic energy time-series are observed – particularly early on in the SST analysis spin-up phase.

Figure 2 illustrates the OML mean kinetic energy (KE) time-series (red line), the standard deviation about the mean KE (black boxes), and the minimum and maximum KE values (gray whiskers) for the 33 HYCOM experiments (discussed in section 3) during the lifecycle of TC Ike (03 September – 11 September, 2008). During the HYCOM spin-up period and prior to the respective experiment’s initialization (e.g., negative forecast hours), the mean KE time-series illustrates large oscillations suggesting the presence of imbalances resulting from the different atmospheric
analyses. The atmospheric forcings derived from the NCEP-FNL, namely the precipitation rate, the magnitude and direction of the wind-stress forcing, and the resulting heat and moisture fluxes, are different from those computed from the NOGAPS analyses. Following the 5-day period, the oscillations have been considerably reduced suggesting a restoration of balance between the ocean and atmosphere initial states. As a result the ocean model forecast begins from a state with very small oscillations in the KE spectrum. It is worth noting that the 120-hour spin-up period may be more than is required for the TC Ike (2008) experiments. However, Winterbottom [2010] illustrated and documented instances when the large KE spectrum oscillations occurred beyond the 120-hour spin-up as a result of modifications (e.g., synthetic treatment) for the analysis TC vortex during the simulation period. In order to remain consistent with the previous study, we proceed with the methodology prescribed by Winterbottom [2010]. By retaining the 120-hour pre-forecast spin-up period we note that the main drawback is the use of computational resources and that the main improvement is an ocean model state that is approaching a more balanced state with respect to the atmosphere model initial conditions.

2.4. Tropical Cyclone Detection and Structural Diagnosis

In order to illustrate the impact of the SST upon the TC and the synoptic (e.g., environmental) scales, an algorithm is employed to detect and compute the position, the intensity, and the TC structural attributes. This algorithm is composed of and derived from the methods discussed by Marchok [2002], Liu and Chan [1999], Hart [2003], Kimball and Mulekar [2004], and Powell and Reinhold [2007].

The first-guess position provided to the NCEP TC tracking algorithm [Marchok, 2002] is obtained from the extended best-track reanalysis [Demuth et al., 2006]. The forecasted geographical positions are determined by searching a radial region, defined by a climatologically estimated maximum TC movement distance during successive forecast times (187-km for this study), for the minimum sea-level pressure location. Once this location is determined, the Marchok [2002] algorithm is again implemented to compute the consensus position for the TC. We note that although it is possible for non-TC sea-level pressure minima to be identified as forecasted TC positions, the results (discussed in section 4) suggest that the methodology employed in this study during the lifecycle of TC Ike (2008) is sufficient.

Once the TC position is identified, the intensity, size, and TC thermodynamic structure metrics are computed. The maximum wind speed intensity, $V_{\text{max}}$, and the radius of maximum wind (RMW) are estimated as follows. We first locate the maximum 10-meter wind speed within a 150-km radius. The 150-km radius is chosen based on the climatological values provided in
Kimball and Mulekar [2004]. The $V_{\text{max}}$ is the largest 10-meter wind speed magnitude within the aforementioned 150-km radius and the RMW is the radius at which the respective $V_{\text{max}}$ occurs. The minimum sea-level pressure (MSLP) intensity is the minimum value for the sea-level pressure within the 150-km radius. The radius of the TC circulation (ROC) is estimated using the relative vorticity criteria discussed in Liu and Chan [1999].

[20] The integrated kinetic energy (IKE) is computed from the formulation described in Powell and Reinhold [2007] using all TC relative wind speed magnitude values greater than or equal to 17 m s$^{-1}$ within the ROC estimated above. Finally, the cyclone phase space (CPS) parameters, namely the lower $(-V_{\text{L}})$ and upper $(-V_{\text{U}})$ troposphere thermal wind parameters are calculated as discussed in Hart [2003].

3. Experiment Configurations


[21] A tropical wave that quickly moved across the Atlantic Ocean intensified to a tropical depression, shortly thereafter intensified to a tropical storm and maintained that intensity into early 03 September when the storm was designated TC Ike (2008). TC Ike underwent a subsequent intensification and reached a peak intensity of 125-kts on 04 September and was thus classified as a Saffir-Simpson category 4 hurricane. TC Ike continued its general westward movement during 05 and 06 September while slowly weakening in the presence of environmental shear before subsequently (once again) intensifying to a Saffir-Simpson category 4 Hurricane on 07 September as it passed over the Turks and Caicos Islands. Later on 07 September, TC Ike made its first Cuban landfall as a category 4 TC and weakened before making a second Cuban landfall as a category 1 hurricane on 09 September. TC Ike then moved into the Gulf of Mexico and made its final landfall near Galveston, Texas USA as a category 2 hurricane [Berg, 2009]. The best-track reanalysis positions for TC Ike, beginning 0000 UTC 03 September and ending 0000 UTC 14 September, are provided in Figure 1 at 6-hourly intervals. The positions shaded in red are the times when TC Ike was over the Atlantic Ocean basin waters while the positions shaded in green indicate when TC Ike was either making its repeated landfalls and/or was in close proximity to land. Finally, the blue shaded positions indicate the times when TC Ike was in the Gulf of Mexico and leading up to TC Ike’s final landfall near Galveston, Texas U.S.A.

4.2. Control Experiments

[22] The control experiments (CNTRL) for TC Ike (2008) begin 0000 UTC 03 September and continue four-times daily until 0000 UTC 11 September. The result is 33 experiments each initialized at 6-hour intervals. The initial and lateral-boundary conditions for the ARW model are computed from the NCEP-FNL. Each experiment produces a 72-hour forecast with 3-hourly model output. The SST is held fixed (i.e., does not evolve in response to the atmospheric forcing) for the duration of the forecast and is defined by the HYCOM model SST resulting from the spin-up procedure discussed in section 2.

4.3. Coupled-Model Experiments

[23] The coupled-model experiment (EXPT) atmosphere initial conditions are defined by the NCEP-FNL analyses while the SST initial condition is identical to that of CNTRL. The SST is permitted to evolve according to the ARW forcing and the HYCOM dynamics and is updated at 30-minute intervals using the results from the HYCOM integration at the coupling interval. The duration and output intervals for EXPT are also identical to CNTRL.

4. Experiment Results

[24] In this section, we present the results from each of the experiments designed to evaluate the sensitivities of TC track, intensity, structure and also the synoptic-scale (environmental) predictors as a function of the SST boundary condition.

4.1. Tropical Cyclone Track Predictions

[25] Figure 4 illustrates the position error for TC Ike (2008), relative to the best-track reanalysis position for CNTRL and EXPT. The results are provided as a function of (a) 24-, (b) 48-, and (c) 72-hour forecast lead-times relative to the forecast initialization time denoted within the color bar. The radial distance (gray) contours are drawn at 100-km intervals beginning with 100-km. The symbols defining the respective CNTRL and EXPT experiment forecast positions are designated within the figure legend while the mean track position (distance) error for CNTRL and EXPT (respectively) are provided above each panel. Finally, the mean distance error from CNTRL and EXPT and the NHC, at the respective forecast lead-time, are illustrated by the solid and dashed white contours, respectively.

[26] The forecast lead-time differences between CNTRL and EXPT are small for all experiments illustrated in Figure 4. However, the differences with respect to the observed track position increase as functions of forecast lead-time and forecast initialization time. The track errors during the early period of TC Ike’s lifecycle (red positions in Figure 1), particularly prior to the first Cuban landfall (denoted by the green positions in Figure 1), are large relative to those experiments when the TC arrives within the Gulf of Mexico (blue positions in Figure 1). We note that these experiments (0 through 15 from Figure 1) were initiated with NCEP-FNL analyses containing a very weak TC vortex. Comparatively speaking, these experiments have a larger forecast position error when compared to the experiments initialized with an NCEP-FNL analysis initial condition that has a stronger initial TC vortex. These results do not suggest that there exist deficiencies within the ARW atmospheric dynamics. Rather these results suggest that the uncertainties associated with the structure and intensity (see Figure 5) of TC Ike, within the NCEP-FNL and ARW versus the structure and intensity of the observed event, enable the simulated TC
Figure 4. Along track position forecast errors (indicated in the legend) as a function of forecast lead-time: (a) 24-hours, (b) 48-hours, and (c) 72-hours. The mean forecast error is provided above each figure panel for CNTRL and EXPT, respectively. The radial contours (gray), relative to the observed (i.e., best-track reanalysis) TC position are drawn at 100-km intervals beginning at 100-km. Finally, the solid white line indicates the mean forecast error computed from CNTRL and EXPT at the respective lead time while the dashed white line is the NHC official mean forecast error for the respective forecast lead-time.
vortex to be advected by different environmental steering components. The implications of environmental steering are discussed in Pike [1985], Dong and Neumann [1986], Velden and Leslie [1991], and Elsberry [1995]. Further, the above results do not implicate the SST boundary conditions as the leading order mechanism by which the respective forecasts vary. These results do suggest that the SST boundary condition
(and its associated uncertainties) may influence the response of the respective atmosphere model physics – namely the boundary layer parameterizations. The feedbacks between the respective parameterization schemes may lead to different intensities and thus ultimately different TC trajectories. Although the synoptic-scale forcing seems as though it is the primary mechanism governing the different forecast track predictions for TC Ike (2008), we cannot discount the predictability limits (or lack thereof) related to the non-linear characteristics and interactions within the ARW atmosphere model.

4.2. Tropical Cyclone Intensity Predictions

Figure 5 provides the CNTRL and EXPT $V_{\text{max}}$ intensities (as indicated within the legend) and the $V_{\text{max}}$ differences (CNTRL – EXPT; black bars) for TC Ike (2008) as a function of (a) 24-, (b) 48-, and (c) 72-hour forecast lead-times. The experiment numbers correspond to those in Figure 1. The $V_{\text{max}}$ intensities suggest that the impact of the SST boundary condition becomes more influential as the simulated TC vortex becomes more intense. When the ARW TC is weak and/or when TC Ike (2008) is within shallow ocean regions (experiments 1–15), there is little variability between CNTRL and EXPT. This may be in part due the behavior of the HYCOM vertical coordinate in shallow oceanic regions [see Bleck, 2002; Chassignet et al., 2003, and references therein]. However, as TC Ike approaches Cuba (see experiments 16–17; green positions), the agreement between the observed and the respective CNTRL and EXPT experiments improves. Finally, as TC Ike (2008) enters the Gulf of Mexico (blue positions), the observed and experiment $V_{\text{max}}$ intensities continue to improve.

[28] In nearly all instances, the CNTRL experiment has a stronger TC at each lead-time. This is particularly true when the TC is nearing the influence of the terrain of Cuba and when TC Ike (2008) enters the Gulf of Mexico. This result may be attributed to the interaction of the ARW parameterized boundary-layer physics with the temporally varying HYCOM SSTs for EXPT. The track positions for CNTRL when $V_{\text{max}}$ is more intense than EXPT coincide with the position of the warmest SSTs in the Gulf of Mexico. This suggests that the interaction of the ARW boundary-layer physics parameterization (e.g., YSU) with the non-varying SST may lead to a stronger simulated TC. This is consistent with the findings of Bender and Ginis [2000] and suggests that the intensity variability is due to the interaction of the SST boundary condition with the ARW physics. Although the simulated TC intensity is weaker than the observed $V_{\text{max}}$ (likely due to several NWP model factors including spatial resolution and incomplete physical parameterizations), the results are thermodynamically valid when describing a TC from theoretical principles (see Emanuel [1986]) while also consistent with the behavior of observed TCs [Cione and Uhlhorn, 2003]. The CNTRL (i.e., non-evolving) SST is warmer than the EXPT SST and therefore provides a greater source of energy for the TC. The warmer SST boundary condition leads to a larger flux of sensible and latent heat into the atmosphere boundary layer and provides a mechanism for sustained deep convection resulting from the enhanced atmospheric instability.
[29] Finally, these results seem to indicate that although the SST boundary-condition has a small
impact upon the motion of the TC (as discussed in the
previous section and illustrated in Figure 4), the evolu-
tion of the SST boundary-condition (specifically EXPT)
does introduce an additional uncertainty into the pre-
diction of the $V_{\text{max}}$ intensity, in particular at longer (e.g.,
48-hour) forecast lead times. These results are consist-
ent with previous numerical modeling [Chan
et al., 2001] and observational [Hong et al., 2000] studies
which have diagnosed a TC’s intensity response to SST
variability.

4.3. Tropical Cyclone Thermodynamic Structure
Predictions

parameters computed from CNTRL and EXPT, at (a)
24-, (b) 48-, and (c) 72-hour forecast lead-times, are
illustrated in Figure 6. The differences between the
CNTRL and EXPT (e.g., CNTRL – EXPT) as a function
of experiment are provided in the respective inset figures.
It is worth noting that there exists an unavoidable, albeit
small, amount of uncertainty due to the TC vortex
position algorithm [Marchok, 2002]. However, this is
only of concern when the NCEP-FNL analysis and/or
ARW representation for TC Ike (2008) is weak.
Although this is the case during the experiments from
30 September through 06 September, we will consider
this a negligible source of uncertainty.

[31] For 24-hour forecast lead-times (Figure 6a), the
CPS results suggest that the TC Ike (2008) tropospheric
thermodynamic structure is largely insensitive to the
temporal (and thus spatial) variability within the SST
boundary condition. The small bifurcations between
CNTRL and EXPT for experiments 30 through 33 are
a result of geographical position differences and the
interaction of TC Ike’s circulation with topography.

[32] At lead-times of 48-hours (Figure 6b), the inter-
comparisons for ($-V_T^C$) and ($-V_T^U$) remain in general
agreement for experiments 1 through 21. The divergence
in solutions for experiments 22 through 30 is likely, once
again, an artifact of the small differences in simulated
TC position (see Figure 4) and the respective TC’s
interaction with Cuba’s topography. At a 48-hour
forecast lead-time, TC Ike’s troposphere thermodynamic
structure appears to remain insensitive to the
different SST boundary conditions.

[33] For lead-times of 72-hours (Figure 6c) the differ-
ence in solutions is more apparent as the simulated TC
becomes more intense (i.e., experiments 17 through 33).
We cannot, once again, discount the influence of TC
position and topographical effects on the CPS para-
meter values. However, in EXPT where the SST is
varying in time, the trajectory describing the depth of the
tropospheric warm core (through the CPS) becomes
quite different for experiments 17–33. Each of the
72-hour forecast positions is in general agreement (see
Figure 4) suggesting that the evolution of the SST
boundary conditions is contributing to the different
CPS states for TC Ike (2008).

[34] From the CNTRL and EXPT experiments pre-
presented in this study it is difficult to conclude the
mechanisms (e.g., air-sea interactions, suppression of
convection, etc.,) responsible for the CPS differences,
particularly at longer lead-times. When comparing the
results from CNTRL and EXPT the impact of coupled
air-sea interactions (as a result of the atmosphere and
ocean model coupling for EXPT) is suggested. It seems
plausible that the ARW boundary-layer thermodynamic
fluxes from the respective SST boundary conditions
have propagated into the free atmosphere and have
contributed to the respective CPS assessments. As a
result, we may deduce that the time-scales for the
troposphere response to the SST variability are on the
order of 48-hours and are also dependent on the relative
intensity for TC Ike (see Figure 5). However, the
experiments conducted in this study do not permit us
to diagnose whether the TC intensity variability (at
longer forecast lead-times) is a result of the troposphere
thermodynamic variability or vice versa.

4.4. Tropical Cyclone Size Implications

[35] The ROC, as a function of forecast lead-time for
each TC Ike (2008) experiment, is provided in Figure 7.
Once again each experiment is color-coded in accord-
ance with Figure 4 and similar to Figure 5 the differ-
ences between CNTRL and EXPT are provided by the
black bars. The ROC uncertainty at 24-hour lead-time
increases as TC Ike encounters land (green points) and
subsequently moves over the SSTs in the Gulf of Mexico
(blue points). The variability for the ROC is on the order
of the grid scale thus making it impossible to deduce
whether the SST boundary condition is responsible or
whether the ROC estimated by the TC diagnosis algo-
thesis is an artifact of the grid resolution used in this
study.

[36] The ROC, the RMW (not shown), and thus the
IKE (not shown) variability for CNTRL and EXPT
continues to increase at forecast lead times of 48- and
72-hours, and particularly when the $V_{\text{max}}$ intensity
increases. The uncertainty related to the position of the
TC (see Figure 4) leads to different interactions with
both land (green points) and evolving 3-dimensional
oceanic features for EXPT (blue points). The implica-
tions for both the TC intensity and the atmosphere and
ocean boundary layers, resulting from the trajectories
that TCs travel across such oceanic features, has been
discussed by Yablonsky and Ginis [2011]. Similar to the
CPS results presented in the previous section, it seems
impossible to determine exactly whether the variability
and uncertainty for the ROC, the RMW, and thus the
IKE is a deterministic feature of the respective SST
boundary conditions or a combination of the non-linear
feedbacks related to the interaction of the ARW bound-
dary-layer parameterization with the respective CNTRL
and EXPT SST boundary conditions.

4.5. Synoptic-Scale and Larger Scale Environment
Implications

[37] For completeness, we evaluate the synoptic-scale
environment and the uncertainty associated with the
Figure 6. Troposphere thermodynamic structure (e.g., \(-V_{L}^T\) versus \(-V_{U}^T\)) CPS [Hart, 2003] analyses for the TC Ike (2008) CNTRL (top) and EXPT (bottom) experiments initialized on the dates indicated by the number corresponding to those in Figure 1 for (a, b) 24-hour, (c, d) 48-hour, and (e, f) 72-hour lead-times. The insets within each figure are the differences for \(-V_{L}^T\) and \(-V_{U}^T\) from the CNTRL and EXPT experiments for the respective forecast hour lead-time.
Figure 6. Continued.
Figure 6. Continued.
Figure 7. TC Ike (2008) ROC at (a) 24-hour, (b) 48-hour, and (c) 72-hour forecast lead-times for the experiment configurations denoted within the legend. The colors and the experiment numbers (along the x-axis) are identical to those illustrated in Figure 1. The black histogram bars indicate the difference between CNTRL and EXPT experiments (i.e., CNTRL – EXPT).
SST boundary using the TC maximum potential intensity (MPI) and the genesis potential index (GPI) metrics defined in Emanuel [1986] and Emanuel and Nolan [2004], respectively. For the calculations of both the MPI and GPI metrics, a 600-km areal region relative to TC Ike (2008) is defined and all ARW grid points within this region and those over land are excluded from the MPI and GPI calculations. At all forecast lead-times evaluated in this study, the MPI and GPI differences for the large-scale (e.g., synoptic) environment are negligible. ARW domain mean thermodynamic soundings (not shown) and evaluations for both the large-scale shear and environmental steering vectors indicate that the forecast variability introduced by the SST boundary conditions remains at the scales of the TC vortex for forecast lead-times out to 72-hours.

The experiments performed in this study, CNTRL and EXPT, demonstrate that the TC relative variables (namely intensity and structure) demonstrate a sensitivity to the SST boundary condition. The timescales for the variability of the respective variables differ but remain coupled and thus mutually interactive. The larger (i.e., synoptic) scale variables do not appear to be as sensitive to the SST boundary condition at forecast lead-times up to 72-hours during the life-cycle of TC Ike (2008). These suggest that a static, high-resolution, and data assimilation derived ocean (i.e., SST) boundary condition (HYCOM) provides similar forecast skill for the environmental scales while introducing variability with respect to the TC track, intensity, and structure predictions. We are not implying that this will be or is the case for all TC events but true only for the TC Ike (2008) experiments conducted in this study. Further evaluations and model configurations are required to determine whether there exists similar behavior for a larger sample of TC events. These topics remain the focus of future studies but are now viable using the coupled atmosphere-ocean model developed in the first part of this study. Finally, we are not implying that one experiment’s result is superior to the other. Rather we are simply illustrating the sensitivity of the predicted variables to the SST boundary condition.

5. Conclusions and Discussion

The intention of this study was the development of a coupled atmosphere-ocean model and a subsequent evaluation of the impact of the SST boundary condition on both the scales of the TC (e.g., track, intensity, and structure) and the larger (i.e., environmental) scales. The development of the respective coupled-model and algorithms to generate suitable (and balanced) ocean initial conditions is provided in Section 2. An evaluation of the experiments conducted from static SST boundary conditions and those from the coupled-model are provided in Section 4. We find that during the life-cycle of TC Ike, 0000 UTC 03 September through 0000 UTC 11 September 2008, the predicted variables at the scales of the TC demonstrate a sensitivity to the SST boundary condition, particularly at 48- to 72-hour forecast lead-times. It is also found, however, that the larger (synoptic) scale predicted variables remain largely impervious to the SST boundary condition variability at forecast lead-times up to 72-hours.
[40] We feel that the results from this study demonstrate and suggest some important considerations for TC modeling experiments. The first is that the inclusion of an active ocean (e.g., coupled atmosphere-ocean model) boundary condition alone does not guarantee an improved forecast for the TC as has been hypothesized. Although this study examined the lifecycle of a single TC, similar studies examining the variance and uncertainties introduced by SST boundary conditions for different TC case studies [Winterbottom, 2010] further substantiate this conclusion. We note that the coupled-model behaves as expected by modulating (and cooling) the SST in the wake of TC Ike (2008). However, the larger scale variables do not exhibit much variability amongst the CNTRL and EXPT experiments. Based on the computational cost required to run high-resolution coupled atmosphere-ocean (and eventually other geophysical) models, determining methodologies for evolving the SST boundary condition beneath the TC, rather than across the entire NWP model grid, may be a fruitful avenue of future research.

[41] The second consideration for TC modeling experiments relates to the respective atmosphere and ocean model initial conditions. Much of the work from recent years has been focused on providing optimal initial conditions for the atmosphere model, in particular for the initial conditions defining the TC [Kurihara et al., 1993, 1995; Zou and Xiao, 2000; Xiao et al., 2000, 2006]. More recent methodologies have been developed to emulate a similar effort for the ocean model initial state [Falkovich et al., 2005; Chassignet et al., 2007; Yablonsky and Ginis, 2008; Halliwell et al., 2008]. The results from the experiments conducted in this study suggest that the TC forecast does have a dependency on the SST boundary condition. However, we are left pondering whether a fully coupled-model is actually imperative to improving short-term (e.g., 72-hour) TC predictions or whether a better (i.e., more accurate) initial condition for the oceanic initial state would provide similar improvements while simultaneously reducing the computational expense. This conclusion results from the uncertainty for the exact temporal-scales at which the atmosphere becomes sensitive to the coupled-model produced SSTs (i.e., EXPT) versus the temporal variability induced by a static (i.e., CNTRL) SST boundary condition. Diagnosing just how much the SST influences the simulated TC is complicated by the non-linear interactions between the SST boundary condition and the atmospheric model physics parameterizations and is thus not easily deduced using the forecast evaluation metrics designed for this study.

[42] In conclusion, simply incorporating an evolving SST boundary condition versus the use of static SST boundary condition does not appear to be a stand-alone mechanism for improving the NWP model forecasts during the life cycle of TC Ike (2008). For most experiments, at all forecast lead-times, the track predictions are largely not impacted by the SST boundary condition (see Figure 4). This is consistent with the findings of Goerss [2006] and the fact that the larger-scale environment remains largely un-modulated amongst the different experiments. Conversely, the intensity forecasts diverge as the lead-time increases and the coupled-model (EXPT) intensity forecasts are generally weaker than those of the static SST experiments (CNTRL). This characteristic is consistent with the intent of the coupled-model SST boundary condition – to respond in time to the forcing provided by the atmosphere (i.e., TC). The results presented here for TC Ike (2008), suggest that the skill of the coupled-model may depend (at least in part) upon the accuracy of the atmospheric forcing (e.g., the initial conditions). This hypothesis will be investigated further in subsequent studies using a data-assimilative coupled atmosphere-ocean prediction system.
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