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ABSTRACT

The response of an ocean general circulation model to several distinct parameterizations of the surface heat
and freshwater fluxes, which differ primarily by their representation of the ocean–atmosphere feedbacks, is
investigated in a realistic configuration for the North Atlantic Ocean. The impact of explicitly introducing oceanic
information (climatological sea-surface temperature) into the computation of the heat flux through a Haney-type
restoring boundary condition, as opposed to the case in which the flux is based on atmosphere-only climatologies
and is computed with the full bulk formulation, is considered. The strong similarity between these two approaches
is demonstrated, and the sources of possible differences are discussed. When restoring boundary conditions are
applied to the surface salinity, however, an unphysical feedback mechanism is being introduced. The model’s
response to this restoring is contrasted to the response to a flux boundary condition that prescribes the freshwater
flux derived from evaporation, precipitation, and river runoff climatologies (and therefore does not allow any
feedback), as well as to the more realistic case in terms of the feedback parameterization, in which the dependence
of evaporation on the model sea surface temperature is explicitly represented. Limited-area models introduce a
further complicating factor for the thermodynamic adjustment, namely the representation of the oceanic heat
and freshwater fluxes at the lateral boundaries. The degree to which the model solution is influenced by such
fluxes, in combination with the different surface parameterizations, is also assessed. In all cases, the various
components of the model’s thermodynamic adjustment are considered, and the interdependence between the
surface fluxes and the simulated sea surface temperature and surface salinity, their combined effect upon the
ventilation of subsurface layers and production of different water masses, and their effect upon the simulated
meridional heat and freshwater transports are analyzed.

1. Introduction

The ocean can be viewed as a thermodynamic system,
the equilibrium of which is determined by the balance
between the energy exchanges through the ocean–at-
mosphere interface, which are unevenly distributed in
space and time, and by the internal redistribution of its
state variables by the large-scale wind- and thermoha-
line-driven circulations. The thermodynamic forcing on
the ocean surface consists primarily of two components:
the heat flux (radiative and turbulent) and the freshwater
flux (balance between evaporation and precipitation).
These two components induce changes in the sea surface
temperature (SST) and sea surface salinity (SSS), re-
spectively, and, when combined, modify the buoyancy
of the surface fluid, inducing at times vigorous mixing.
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Through this process, properties (temperature and sa-
linity) acquired at the ocean surface are transferred to
subsurface and deep layers, distinct water masses are
formed, and the thermohaline circulation is induced.

Several numerical studies have been carried out in
recent decades to investigate the conditions that deter-
mine the present oceanic equilibrium state (the climate)
and those that lead to variations from this equilibrium
state (the climate variability) [see McWilliams (1996)
and Rahmstorf et al. (1996) for reviews]. Traditionally,
ocean general circulation models (OGCMs) have relied
on restoring surface boundary conditions, which are rel-
atively easy to implement and which prevent long term
drifts of the model surface fields. A rich variety of mul-
tiple equilibria (Bryan 1986; Marotzke and Willebrand
1991; Moore and Reason 1993; Hughes and Weaver
1996) and of low-frequency oscillatory states (Weaver
and Sarachik 1991; Cai et al. 1995) of the overturning
circulation have been observed to occur in experiments
in which the SSS restoring boundary conditions are re-
placed by the freshwater flux diagnosed from the
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model’s equilibrium solution. It has been argued, how-
ever, that model stability in such cases is strongly de-
pendent upon the timescale of the SSS restoring forcing
(Tziperman et al. 1994) and upon the removal of SST
anomalies by the strong thermal damping resulting from
the assumption (which underlies the restoring approach)
of an atmosphere with infinite heat capacity (Zhang et
al. 1993; Rahmstorf and Willebrand 1995; Cai 1995;
Cai and Chu 1996). Climate-oriented experiments, like
the ones mentioned above, require very long integra-
tions, and are therefore generally carried out at very low
resolutions and/or with simplified geometries.

Simulations that aim toward a detailed investigation
of the various components of the oceanic thermody-
namic system under equilibrium forcing are generally
designed with realistic configurations and increased res-
olution, and usually make use of only one (or a few)
of the several possible parameterizations of the surface
fluxes, the choice of which generally depends upon per-
sonal preferences and/or upon the availability of the
forcing datasets. This choice, however, can strongly con-
strain the model solution (Seager et al. 1995) and affect
the realism of equilibrium OGCM solutions (Large et
al. 1997). Since ocean-only models simplify or eliminate
the feedbacks between the ocean and the atmosphere,
the ability of an ocean model to appropriately simulate
the surface fluxes, and consequently its ability to rep-
resent the water mass transformations and transports
associated with the thermohaline circulation, is directly
dependent upon the parameterization of the surface ther-
modynamic forcing.

In the present study, an OGCM response to distinct
parameterizations of the surface heat and freshwater
fluxes, which differ primarily in their representations of
the ocean–atmosphere feedbacks, is investigated in a
realistic configuration for the North Atlantic Ocean. The
various components of the model’s thermodynamic ad-
justment are considered in this investigation, and the
interdependence between the surface fluxes and the sim-
ulated SST and SSS, their combined effect upon the
ventilation of subsurface layers and production of dif-
ferent water masses, and their effect upon the simulated
meridional heat and freshwater transports are analyzed.
This investigation has also been carried out in order to
set the stage for a detailed investigation of atmospheric-
forced low-frequency variability in the same model con-
figuration (Paiva and Chassignet 2001, manuscript sub-
mitted to J. Phys. Oceanogr.).

The paper is organized as follows. The different sur-
face flux parameterizations discussed in this study, and
their associated feedback mechanisms, are reviewed in
section 2. Details of the model configuration are given
in section 3, followed by a brief description of the model
adjustment in section 4. The simulated surface fields,
meridional heat and freshwater transports, and venti-
lation of subsurface layers are presented in sections 5,
6, and 7, respectively. The results are then summarized
and discussed in section 8.

2. Background

This section reviews the surface flux boundary con-
ditions traditionally used in ocean-only models, and in-
troduces the different parameterizations discussed in
this paper.

a. Heat flux

The total downward surface heat flux (Q) is a function
of the net downward radiation (QR) and of the latent
(QL) and sensible (QS) heat fluxes,

Q 5 Q 2 Q 2 Q ,R L S (1)

and can be computed using bulk aerodynamic equations
(Bunker 1976; da Silva et al. 1994), with oceanic (SST,
hereafter also referred to as T) and atmospheric (wind
speed, air temperature, specific humidity, . . .) quanti-
ties. Several climatological estimates of the total heat
flux (hereafter referred to as Qnet) have been derived
(e.g., Isemer and Hasse 1987; da Silva et al. 1994; Barn-
ier et al. 1995), based on various datasets and on dif-
ferent assumptions regarding the computation of the
transfer coefficients used in the bulk parameterizations.
Using the climatological estimates of Qnet to force an
OGCM generally results in unrealistic model SST,
which then become inconsistent with the imposed sur-
face flux (Barnier et al. 1995), since this flux is com-
puted from observed SST. In order to minimize this
inconsistency, a feedback between the model and the
prescribed atmosphere can be introduced by replacing
the observed SST (hereafter To) by the model SST (here-
after Tm) in the formulation of Q [Eq. (1)], which is
then computed during the simulation.

This model SST feedback on the surface heat flux is
often simplified by linearizing Eq. (1) (Haney 1971),
the so-called Haney-type boundary condition,

Q 5 l(T* 2 T ),H m (2)

in which the apparent equilibrium temperature T* and
the coupling coefficient l are space and time dependent
fields, derived from either atmospheric data only (Han
1984) or from atmospheric and oceanic data (Oberhuber
1988; da Silva et al. 1994; Barnier et al. 1995). In the
first case, the linearization is performed around an at-
mospheric temperature Ta, with

dQ Q(T 5 T )al 5 , T* 5 T 1 , (3)a)dT lT5Ta

while in the second case the linearization is around an
oceanic temperature To, with

dQ Q(T 5 T )ol 5 , T* 5 T 1 . (4)o)dT lT5To

One advantage of the Haney-type boundary condition
linearized around SST [Eq. (4)] is that the climatological
estimate of Qnet chosen to force the model is recovered
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FIG. 1. Scatter diagram of climatological air temperature vs cli-
matological SST (from the COADS climatology).

when the model reproduces To (note that Q evaluated
at To is equivalent to Qnet). SST can also be observed
with reasonable accuracy from satellites, whereas the
surface air temperature cannot.

The above linearization has often been invoked as a
physical justification for the more pragmatic approach,
commonly used in ocean modeling until recently, of
substituting the climatological SST (To) for T* in Eq.
(2), while considering constant values for l (Seager et
al. 1995). This approach, however, which represents a
simple restoring of T toward To, has several shortcom-
ings (Killworth et al. 2000), since (i) it leads to a time
lag between the model and climatological SST, which
is inversely proportional to the restoring strength (Pierce
1996); (ii) it results in zero flux when the model tem-
perature agrees with climatology (Tm 5 To); and (iii) it
results in a heat flux that is only weakly correlated to
observations (Chu et al. 1998). These limitations are a
consequence of replacing T* with To in Eq. (2) and not
of the linearization itself.

The linearization makes explicit the restoring to cli-
matology implicitly present when using the bulk for-
mulas to compute the heat flux in ocean models. To the
extent that the above linearizations are good approxi-
mations of Eq. (1), forcing the model with a heat flux
computed with the bulk formulation is analogous to
forcing the model with Haney-type boundary condi-
tions. It is this characteristic of the bulk formulations
(when computed with a prescribed atmosphere) that pre-
vents the model SST from diverging strongly from ob-
servations. In all these approaches, the model SST is
forced toward an equilibrium temperature (explicitly
represented by T* in the Haney formulation).

One could argue that using climatological oceanic
SST in Eq. (4) introduces the answer into the problem,
unduly restraining the model solution in contrast to flux-
es obtained from atmospheric climatologies only [Eqs.
(1) or (3)]. However, as shown in Fig. 1, the observed
air temperature is very strongly correlated to SST. This
means that a forcing of the model SST toward Ta as
explicitly done in Eq. (2) is almost equivalent to a forc-
ing of the model SST toward To as in Eq. (4) (Seager
et al. 1995). All formulations (bulk formulas or Haney-
type), therefore, carry oceanic information within them-
selves.

b. Freshwater flux

The freshwater flux into the ocean (F) is given by
the difference between precipitation (P) and evaporation
(E) rates, plus the contribution from river runoff (R),

F 5 P 2 E 1 R. (5)

Climatological evaporation rates are computed from
the bulk formula for latent heat (divided by the latent
heat of vaporization), with oceanographic SST and at-
mospheric observations. Precipitation can be derived
from ship-based observations, in which case it is esti-

mated from present weather reports (Schmitt et al. 1989)
or from satellite observations (Spencer 1993).

The use of the climatological freshwater flux to force
a numerical model does not constrain the evolution of
SSS, which is then free to evolve according to the model
internal dynamics. In contrast to the analogous approach
described for the heat flux, this approach does not create
any inconsistency between the model SSS and the sur-
face freshwater flux since the flux F is independent of
SSS. However, it does not take into account the feedback
exerted by the model SST upon precipitation and evap-
oration.

The SST feedback on precipitation can only be es-
timated in a coupled ocean–atmosphere model that in-
cludes moisture transport (Hughes and Weaver 1996),
a topic that is outside the scope of the present study.
The feedback on evaporation, however, can be computed
during the simulation, by replacing the observational
(To) by the model (Tm) SST in the bulk parameterization
of latent heat,

F 5 P 2 E(T ) 1 R.m (6)

The importance of the evaporation feedback can be eval-
uated from climatology by computing the rate of change
of evaporation with respect to the observed SST (dE/
dT | ). Typical values for the North Atlantic are on theTo

order of 1028 m s21 deg21 (Fig. 2a). For differences
between Tm and To on the order of 18C (characteristic
of model results), changes in evaporation due to the
SST feedback are of the same order of magnitude as
the climatological evaporation itself [;1 to 8 (3 1028

m s21) in the North Atlantic, as seen in Fig. 2b].
In order to minimize the deviation of the model SSS

from observation, a different approach has been widely
used in OGCMs (e.g., Bryan and Lewis 1979; Holland
and Bryan 1994; New et al. 1995; Chassignet et al.
1996; DYNAMO 1997; Willebrand et al. 2000), in
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FIG. 2. Coupling coefficient dE/dT | expressing the strength of the model temperature feedback on the surface freshwater,To

flux (units in 1028 m s21 8C21), and (b) the annual average evaporation rate, both derived from the COADS climatology
(units in 1028 m s21).

which the model surface salinity (Sm) is restored toward
climatological values (So), implying a freshwater flux
represented by

F 5 l (S 2 S ).S o m (7)

The coefficient lS is usually a constant, and is chosen
to be equivalent to a restoring timescale on the order
of 30–60 days, analogous to the typical values obtained
from the heat flux climatologies. However, in contrast
to the Haney formulation for the heat flux, there is no
physical justification for the feedback exerted by SSS
upon the freshwater flux in Eq. (7). The representation
of the freshwater flux as in Eq. (7) has been advocated
by many authors primarily on the basis of the lack of
reliable datasets for the surface freshwater flux over the
oceans, in particular for precipitation (Holland and Bry-
an 1994). Furthermore, the shortcomings of this for-
mulation are the same as the ones discussed for the heat
flux formulation when a simple restoring toward SST
is used, that is, a time lag in the model response, zero
flux for Sm 5 So, and small correlation to observed
fluxes.

3. Model configuration

The ocean numerical model is the Miami Isopycnic
Coordinate Ocean Model (Bleck et al. 1992; Bleck and
Chassignet 1994), configured with realistic topography
and stratification. The computational domain is the
North and equatorial Atlantic Ocean basin from 288S
to 658N, including the Caribbean Sea and the Gulf of
Mexico. The bottom topography is derived from a dig-
ital terrain dataset with 58 latitude–longitude resolution
(ETOPO5) by averaging the topographic data located
in each grid box. Open ocean boundaries are treated as
closed, but are outfitted with 38 buffer zones in which

temperature (T) and salinity (S) are linearly relaxed to-
ward their seasonally varying climatological values
(Levitus 1982). These buffer zones restore the T and S
fields to climatology in order to approximately recover
the vertical shear of the currents through geostrophic
adjustment.

The horizontal grid is defined on a Mercator projec-
tion with resolution given by 18 3 18 cos(f), where f
is the latitude. The vertical density structure is repre-
sented by 15 isopycnic layers (su values of 24.70, 25.28,
25.27, 26.18, 26.52, 26.80, 27.03, 27.22, 27.38, 27.52,
27.64, 27.74, 27.82, 27.88, and 27.92), topped by a
dynamically active Kraus–Turner surface mixed layer.
The vertical discretization was chosen to provide max-
imum resolution in the upper part of the ocean.

The experiments discussed in this paper differ by the
parameterization of the thermodynamic forcing and by
the presence or absence of the relaxation conditions in
the lateral buffer zones. The experiments are summa-
rized in Table 1 and are described below. The model’s
response to the surface heat flux formulation is inves-
tigated for (a) the bulk formulation [Eq. (1) computed
with Tm as in Bleck et al. (1992)], and (b) the lineari-
zation around To [Eqs. (2) and (4)]. In the bulk for-
mulation, the transfer coefficients for latent and sensible
heat fluxes are constant and equal to 1.2 3 1023 (equiv-
alent to neutral atmospheric stability). The model’s re-
sponse to the surface freshwater forcing is investigated
for (i) a prescribed climatological flux [Eq. (5)], (ii) a
prescribed climatological precipitation (including river
runoff ) with evaporation computed as a function of the
model temperature [Eq. (6)], and (iii) a restoration of
the model SSS to climatology [Eq. (7)]. In all cases,
the freshwater flux is implemented as a virtual salt flux.

The coupling coefficient for the Haney-type boundary
condition [Eq. (4)] is a space and time dependent field
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TABLE 1. Summary of model experiments. The experiment acro-
nyms indicate that (i) the heat flux (Q) is a function either of at-
mospheric climatologies only (QA), or of atmospheric and ocean cli-
matologies (QO), and (ii) that the freahwater flux F is either derived
from climatology for both precipitation (including river runoff ) and
evaporation (QP2E), from climatology for precipitation, but with an
SST model-dependent evaporation (FP2E(T)), or from a relaxation of
the model toward climatological SSS (FRS). The bulk formulation [Eq.
(1)] is computed with Tm (model SST) as in Bleck et al. (1992) using
the COADS climatology (da Silva et al. 1994). The same climatology
is used to derive the apparent equilibrium temperature T* and the
coupling coefficient l [Eq. (4)]. The asterisks refer to experiments
without buffer zone relaxation.

Expt Heat flux Freshwater flux

Buffer
zone

relaxation

QAFP2E

QOFP2E

QOFP2E(T)

QOFRS

QOF*P2E

QOF*RS

Bulk formulation
l(T* 2 Tm)
l(T* 2 Tm)
l(T* 2 Tm)
l(T* 2 Tm)
l(T* 2 Tm)

P 2 E 1 R
P 2 E 1 R
P 2 E(T) 1 R
lS(So 2 Sm)
P 2 E 1 R
lS(So 2 Sm)

Yes
Yes
Yes
Yes
No
No

FIG. 3. Temperature–salinity diagram, showing the time evolution of the total domain mass-
weighted temperature and salinity, for the model experiments listed in Table 1. All experiments
were initialized with the same mass field derived from Levitus (1982).

derived from observations. In the freshwater forcing,
however, the restoring coefficient is a constant, chosen
to correspond to a restoring timescale of 50 days for a
mixed layer depth of 35 m, consistent with the range

of values generally used in depth coordinate models
(Chassignet et al. 1996). All surface climatologies are
based on the Comprehensive Ocean–Atmosphere Data
Set (COADS) (da Silva et al. 1994), with the exception
of SSS, which is derived from Levitus (1982), and river
runoff, which is based on Perry et al. (1996). The fresh-
water river runoffs are added to the precipitation field;
freshwater input from sea-ice melt is not prescribed, but
is implicit in the experiments with surface salinity re-
storing. All simulations are initialized from the Levitus
(1982) climatology and spun up from rest for a total of
20 years.

4. Model adjustment during the spinup phase

The geostrophic adjustment to the initial climatolog-
ical mass field leads to a rapid development of the wind-
and thermohaline-driven circulation, and the model an-
nual average total kinetic energy and surface fields
change little after the first 10 years of simulation. The
only exception to this behavior is experiment
QO which will be discussed in more detail in sec-F* ,P2E

tion 6. After 20 years of integration, the deep layers are
still undergoing a slow adjustment related (i) to the heat
and salt (freshwater) flux into the model interior domain,
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FIG. 4. Difference between model and COADS SST climatology (contour interval of 0.58C): Expts (a) QAFP2E, (b)
QOFP2E(T), (c) QOFP2E, (d) QOFRS, (e) QO and (f ) QO

* *F F .P2E RS

which is associated with the diabatic transformations
occurring within the buffer zones, and (ii) to the interior
diapycnal mixing (Chassignet et al. 1996; Paiva et al.
2000).

The time evolution of the domain-averaged temper-

ature and salinity is shown for all experiments in the
T–S phase diagram of Fig. 3 as a proxy for the changes
in total heat and salt content during the simulations.
Four different characteristic behaviors can be observed,
reflecting the impact of both the surface and the lateral
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boundary forcing. The average temperature decreases
in the experiments without relaxation to climatology in
the buffer zones (expts QO and QO ) in responseF* F*P2E RS

to the net surface heat loss to the atmosphere over the
model domain. With relaxation in the buffer zones, how-
ever, there is a lateral convergence of heat into the do-
main (Paiva et al. 2000), and the average temperature
increases during the simulations in experiments QAFP2E,
QOFP2E, QOFP2E(T ) , and QOFRS. The total heat content
in the model does not depend strongly upon the for-
mulation of the surface heat flux, as seen by contrasting
experiments QAFP2E (bulk formulas) and QOFP2E (Ha-
ney boundary conditions). The warming trend is weaker,
however, with restoring to surface salinity (expt QOFRS)
than with flux boundary conditions.

Changes in the average salinity result primarily from
the parameterization of the surface freshwater flux. With
the restoring conditions on surface salinity, the cases
both with and without buffer zone relaxation (expts
QOFRS and QO ) show a decrease in the total saltF*RS

content. This implies a net freshwater flux into the
ocean, indicating that the model SSSs are greater than
the climatological values [see Eq. (7)]. The lateral fresh-
water divergence at the edges of the buffer zones is very
small in both cases, as discussed in section 6. The fresh-
water flux climatology, however, indicates a net loss
over the model domain, with an excess of evaporation
over precipitation plus river runoff of ;0.5 Sv (Sv [
106 m3 s21), and the average salinity increases accord-
ingly in the remaining experiments. The less accentuated
increase in the average salinity in experiments QAFP2E,
QOFP2E, and QOFP2E(T ) , when contrasted to experiment
QO is a consequence of lateral freshwater conver-F* ,P2E

gence provided by the buffer zones, which partially bal-
ances the surface loss. The model is not significantly
sensitive to the more realistic parameterization of the
surface flux in experiment QOFP2E(T ) , which includes
the SST feedback to evaporation, when contrasted to
the imposition of the climatological flux in experiment
QOFP2E, and the increase in average salinity follows a
similar curve in both cases.

5. Surface fields

The simulated surface circulation is characterized by
broad and stable currents, typical of the viscous solu-
tions obtained with medium resolution, representing the
wind-driven gyres of the equatorial, subtropical, and
subpolar regions (Chassignet et al. 1996). The direct
effect of the surface flux boundary conditions is to mod-
ify the model surface properties. In the following, the
relationship between the simulated SST and the surface
heat flux, and between the simulated SSS and the surface
freshwater flux, are investigated. The model surface cli-
matologies presented in this section were computed us-
ing the results of the last year of integration.

a. SST and heat flux

The differences between the model and the COADS
SST climatology are shown in Fig. 4, for all experi-
ments. For clarity, only the North and equatorial Atlantic
regions are shown in the figure, and the following dis-
cussion is confined to those regions. Features common
to all experiments are (i) the higher equatorial temper-
ature in the model, indicating weak upwelling; (ii) the
two bands of higher and lower temperature, associated
with the northward shifting of the model Gulf Stream;
and (iii) moderate temperature differences in a large
region in the interior subtropical gyre.

Larger differences between model and climatological
SST are observed in experiment QAFP2E (Fig. 4a) than
in experiment QOFP2E (Fig. 4c). The simulated SSTs in
experiment QAFP2E are warmer than in experiment
QOFP2E by as much as 18–1.58C in the subtropical and
equatorial regions, and more along the Gulf Stream. The
bulk formulation used in experiment QAFP2E implies a
stronger heating of the ocean than does the linearized
form used in experiment QOFP2E, for the same value of
SST. This is true, for instance, when Tm 5 To, in which
case the climatological surface heat loss by the ocean
within the model domain estimated with the model bulk
formulas is lower than that provided by the Qnet cli-
matology. The different estimates of Qnet reflect the as-
sumptions made in the model bulk formulas for practical
reasons (i.e., constant instead of stability-dependent
transfer coefficients, climatological instead of real-time
atmospheric parameters) as well as the fine tuning per-
formed by da Silva et al. (1994) to ensure that, over the
entire ocean, the outgoing heat flux balances the incom-
ing heat flux.

Despite the differences in SST, the resulting annually
averaged heat flux in both experiments is similar over
a large portion of the model domain (Figs. 5a,b). Com-
parison with the climatological heat flux presented in
Fig. 5c also reveals that the model SST feedback can
be of the same order of magnitude as the climatological
flux itself. Large variations from climatology occur
along the southern flank of the Gulf Stream, where sub-
tropical and subpolar mode waters are formed, with pos-
sible impact upon the ventilation of the subtropical gyre.
The inclusion of the SST feedback on the freshwater
flux does not lead to significant differences from the
case with prescribed evaporation (compare expt
QOFP2E(T ) in Fig. 4b to expt QOFP2E in Fig. 4c). The
same is true over most of the domain (Fig. 4d) for the
case of the freshwater flux based on the restoring of
surface salinity to climatology (expt QOFRS). In this
case, however, a stronger warming is observed in the
Grand Banks region, which results from a weaker Lab-
rador Current and a stronger Gulf Stream extension.

b. SSS and freshwater flux

The differences between the model results and the
Levitus SSS climatology are shown in Fig. 6, for all
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FIG. 5. Difference between model and COADS annual net heat flux (contour interval of 25 W m22) for expts (a) QAFP2E

and (b) QOFP2E. The COADS annual climatology is presented in (c).

experiments. In the experiments with imposed surface
freshwater flux, the simulated SSS is higher than ob-
servations over most of the domain. The high SSS val-
ues near the Antilles reflect a progressive westward dis-
placement via advection of the subtropics SSS maxi-
mum during the first 10 years of the simulation. The
large differences at the east coast of North America are
associated primarily with advection along the over-
shooting Gulf Stream. Reasonable agreement between
the model and observations is found primarily in the
central subtropical gyre and at high latitudes. In the
latter region, the excess of precipitation over evapora-
tion (Fig. 7c) and the relaxation to surface salinity in
the northern buffer zone counteract the salinity increase
observed in the rest of the domain.

The inclusion of the temperature feedback on the
freshwater flux [expt QOFP2E(T ) , Fig. 6b] does not lead
to significant changes in the SSS when contrasted to the
previous cases in which the climatological flux is pre-
scribed (expts QAFP2E and QOFP2E). This holds despite
the fact that this feedback leads to a surface freshwater
flux in experiment QOFP2E(T ) that differs from clima-

tology by values on the same order of magnitude as the
climatological flux itself (compare Figs. 7a and 7c), in
particular in the equatorial and the Gulf Stream regions.
In a sense, the inclusion of the temperature feedback
upon the freshwater flux could be prejudicial to the sim-
ulation of SSS in regions that exhibit higher than ob-
served SSS and SST since higher SST enhances the
evaporation. These differences between the simulated
and observed SSS and SST, however, occur primarily
in regions of strong oceanic advection in which the im-
pact of the surface fluxes is minimized.

In the case of imposed surface freshwater flux but no
lateral relaxation in the buffer zones (expt QO ), theF*P2E

SSS increases in the entire subpolar region, in particular
in the Labrador Sea (Fig. 6e). The same is true for SST,
as seen in Fig. 4e. These increases, resulting from the
accumulation at the northern boundary of salt and heat
advected by the North Atlantic Current, illustrate the
importance of the buffer zones not only for simulating
the overturning circulation, but also for producing prop-
erty transformations that account for the horizontal ad-
vection of these properties through the boundaries of
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FIG. 6. Difference between model and Levitus (1982) SSS climatology (contour interval of 0.25 psu): Expts (a) QAFP2E,
(b) QOFP2E(T), (c) QOFP2E, (d) QOFRS, (e) QO and (f ) QO

* *F , F .P2E RS

the model domain, eventually balancing the surface
freshwater and heat fluxes. In QO the accumulationF* ,RS

of salt is prevented by the surface restoring force. In
the experiments with surface freshwater flux, fluid par-
ticles can undergo unrealistic salinity modifications as

they are advected since (i) the modeled velocity fields
differ from observations in magnitude and location and
(ii) the uncertainties in the P 2 E field are large.

The best overall agreement between observed and
modeled SSS occurs, as expected, in the case in which
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FIG. 7. Difference between model and COADS annual net freshwater flux climatology for expts (a) QOFP2E(T) (contour
interval 0.5 3 1028 m s21) and (b) QOFRS (contour interval 2 3 1028 m s21). The COADS freshwater flux annual climatology
(contour interval 1 3 1028 m s21) is presented in (c).

the model SSS is restored to climatology (expt QOFRS,
Fig. 6d). The correlation between model and observed
fluxes, however, is very low, and the differences be-
tween them can be one or two orders of magnitude larger
than the observed flux itself (compare Figs. 7b and 7c).

6. Meridional mass, heat, and freshwater
transport

The surface distributions of heat and freshwater fluxes
and the meridional heat and freshwater oceanic trans-
ports are strongly coupled, and in an equilibrium state
the divergence of the meridional transports necessarily
balances the zonally integrated surface fluxes. In an
ocean model, therefore, the development of the merid-
ional transports is strongly constrained by the degree
toward which the ocean state influences the surface flux-
es, which is dependent upon the feedback parameteri-
zation in the surface forcing. The observed differences
between the spatial patterns of surface heat and fresh-
water fluxes (Figs. 5c and 7c), and between the latitu-

dinal variation in the meridional transports of heat and
freshwater (e.g., Macdonald and Wunsch 1996; Wijffels
et al. 1992), suggest that different oceanic mechanisms
may be involved in generating each of these transports.
In this section, a description of the simulated meridional
overturning circulation (MOC) is provided, followed by
a comparison between the meridional heat and fresh-
water transports that result from the diverse surface flux
parameterizations. The relative contributions of the
MOC and of the wind-driven gyres to the generation of
oceanic transports is then investigated.

a. The overturning circulation

The meridional overturning streamfunctions in ex-
periments QOFP2E (with linearized heat flux and pre-
scribed freshwater flux) and QOFRS (with linearized heat
flux and relaxation of SSS to climatology) are shown
in density space in Fig. 8, superimposed on the zonally
averaged temperature and salinity for each case. The
model results are not greatly dependent upon the heat
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FIG. 8. Meridional overturning streamfunction for expt QOFP2E (left) and expt QOFRS, (right), superimposed on the model
zonal-averaged temperature (upper) and salinity (lower). Contour interval of 2 Sv for positive streamfunctions (solid lines)
and 0.5 Sv for negative streamfunctions (dashed lines).

flux formulation or upon the temperature feedback on
evaporation, and only minor differences are observed
between experiments QAFP2E and QOFP2E(T ) (not shown)
and experiment QOFP2E (Fig. 8, left panels). In these
three cases with freshwater flux boundary conditions,
denser surface water is transported in the upper branch
of the overturning circulation in the subpolar region,
reflecting the model tendency to enhance SSS at high
latitudes, as discussed in section 5. In the experiment
with SSS restoring (expt QOFRS, Fig. 8, right panels),
the transport streamfunction magnitude is also similar
to that obtained in the experiments with freshwater flux
boundary conditions. In all cases, ;16–17 Sv circulate
through the entire basin, interacting with both the north-
ern and southern buffer zones. This component of the
overturning streamfunction is associated primarily with
the southward flow of the relatively cold North Atlantic
Deep Water in the deep western boundary current, and
with the warm return flow in the surface and subsurface
layers. The magnitude is in good agreement with ob-
servations (Schmitz and McCartney 1993).

When the buffer zone relaxation is shut off in ex-

periment QO the resulting overturning cell is veryF* ,RS

weak (Fig. 9, right panels), corresponding primarily to
the subtropical Ekman cells and to water mass trans-
formations taking place in the Labrador Sea. In an anal-
ogous experiment, but with the imposed climatological
surface freshwater flux (expt QO Fig. 9, left pan-F* ,P2E

els), however, a strong overturning cell evolves and in-
tensifies during the integration. This cell develops com-
pletely in the interior domain, and is driven by con-
vection in the western subpolar gyre (northward of
;508N). With no constraints imposed upon the surface
salinity, either in the interior domain or in the buffer
zones, the salt transported northward through the North
Atlantic Current accumulates in the northern latitudes
(Fig. 6e), increasing the mixed layer density and trig-
gering strong deep convection. A tongue of high salinity
water can be seen in this case in Fig. 9 (lower-left panel),
extending from the subtropics into the subpolar region,
and penetrating from the surface into the deep ocean as
well.

The salt-driven MOC observed in experiment
QO occurs in the opposite sense from the haloclineF*P2E
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FIG. 9. Meridional overturning streamfunction for expt QO (left) and expt QO (right), superimposed on the* *F F ,P2E RS

model zonal-averaged temperature (upper) and salinity (lower). Contour interval of 2 Sv for positive streamfunctions
(solid lines) and 0.5 Sv for negative streamfunctions (dashed lines).

catastrophe described by Bryan (1986), in which fresh-
ening at high latitudes interrupts convection, reducing,
and eventually shutting off, the MOC. A positive feed-
back mechanism operates in both cases, with the en-
hanced (reduced) MOC increasing (decreasing) the ad-
vection of salt by the North Atlantic Current to high
latitudes. A negative feedback also exists in reality in
these cases, with the enhanced (reduced) MOC increas-
ing (decreasing) the northward heat advection and, con-
sequently, reducing (enhancing) convection. However,
the restoring of the model SST to climatology, explicitly
or implicitly represented in the surface heat flux for-
mulations, prevents such a feedback from fully oper-
ating in the present simulations.

b. Heat and freshwater transports

In the present model configuration, realistic meridi-
onal heat and freshwater transports are achieved only
when temperature and salinity relaxation toward cli-
matological values are prescribed in the buffer zones.
These buffer zones represent processes taking place out-
side the model domain, such as the production of dense

water in the Greenland–Iceland–Norwegian seas, as
well as the subsequent entrainment of upper-layer waters
that occurs below the Greenland–Iceland–Scotland
ridge. The meridional heat transport is shown in Fig.
10a, for all experiments incorporating the lateral forcing
(expts QAFP2E, QOFP2E, QOFP2E(T ) , and QOFRS). Also
shown for comparison is a residual computation based
on the COADS climatology (thick line), which repre-
sents the oceanic heat advection necessary to balance
the surface heat flux at each latitude. Since such a com-
putation provides only the shape of the transport curve,
a nonarbitrary integration constant was added to estab-
lish the absolute values by assuming the transport at
248N to be the 1.2 PW estimated by Hall and Bryden
(1982), based on hydrography. Also shown are the in-
verse computation values of Macdonald and Wunsch
(1996). The transports of heat are very similar for all
experiments shown, except in the high latitudes of the
subpolar gyre where a stronger oceanic convergence of
heat is observed in experiment QOFRS. The model results
are in good agreement with observations in all cases,
particularly in the Northern Hemisphere.

The meridional freshwater transport is shown in Fig.
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FIG. 10. Meridional heat (a) and freshwater (b) transports in expts QAFP2E (dotted), QOFP2E (dashed), QOFP2E(T)

(dashed–dotted), and QOFRS (thin solid). The thick line represents the transports necessary to balance the climatological
surface fluxes (see text for details). The circle is the meridional heat transport estimate from Hall and Bryden (1982),
and the stars are values from the inverse computation of Macdonald and Wunsch (1996), both based on observations.
The vertical lines are error bar estimates.

10b, for experiments QAFP2E, QOFP2E, QOFP2E(T ) , and
QOFRS. In reality, the surface freshwater flux is balanced
by an oceanic horizontal divergence of mass. In the
model, the surface freshwater flux is replaced by a vir-
tual salt flux (see section 3), and the total mass flux
through a zonal section is zero. In that case, the oceanic
meridional freshwater flux (FM) can be diagnosed from
the meridional salt flux by

21
F 5 ^yS &, (8)M mSref

in which Sref is a reference salinity, Sm the model salinity
at each grid point, y the meridional component of the
velocity vector, and angle brackets denote the area in-
tegral over a zonal section (McCann et al. 1994). Also
shown in Fig. 10b is the meridional transport necessary
to balance the COADS climatological surface fresh-
water flux plus the river runoff (thick line), which close-
ly follows the transport derived by integrating the
Baumgartner and Reichel (1975) climatology. The
freshwater transport through the Bering Straits is in-
cluded in the observations, following Wijffels et al.
(1992), but not in the model. This accounts in part for
the bias between the model results and the observations.

In the experiments with surface flux boundary con-
ditions (expts QAFP2E and QOFP2E), the model solutions
converge toward the imposed climatological flux. The
meridional freshwater transport in the experiment with
restoring surface boundary conditions (expt QOFRS),
however, differs significantly from that in the cases with
surface flux boundary conditions, particularly at mid
and high latitudes where the freshwater divergence is
close to zero. A near zero divergence in the Atlantic
was also found by McCann et al. (1994), when analyzing
the freshwater transport in global simulations under re-
storing surface boundary conditions for salinity, and was
attributed to an inadequate simulation of Antarctic In-
termediate Water (AAIW), resulting in an increased

northward salt transport. In experiment QOFRS, however,
the AAIW is well represented (Fig. 8), and the best
agreement between model and observed fluxes is found
at lower latitudes. At high latitudes, the higher (in re-
lation to observations) oceanic freshwater divergence is
a consequence of the intense surface freshwater flux
(Fig. 7b) induced by the overshooting Gulf Stream.

c. The overturning and gyre contributions

In order to gain an understanding of the processes
that determine the meridional heat and freshwater (salt)
transports, the relative contributions of the overturning
circulation and of the wind-driven gyres is investigated
for experiment QOFP2E. While there is no rigorous way
to separate the overturning and gyre components from
the total transport (Rahmstorf 1996), one estimate (Bry-
an and Lewis 1979; Tziperman and Bryan 1993; Böning
and Herrmann 1994) is given by

^yu& 5 ^y u 1 y9u9&, (9)

in which the angle brackets stands for the zonal area
integral, the overbar denotes a zonal average, and the
primes represent the departure from the average. The
variable u stands for rCpT for the heat transport (r is
the water density and Cp the specific heat at constant
pressure) and for 2Sm/Sref for the freshwater transport.
The overturning component is estimated in the first term
on the right-hand side of Eq. (9) as the product of the
zonally averaged velocity by the zonally averaged tem-
perature or salinity. The horizontal correlations in the
second term on the right-hand side of Eq. (9) correspond
to the transport due to the wind-driven gyres.

The total heat transport, and the MOC and gyre con-
tributions, are shown in Fig. 11 (upper panel). The re-
sults agree with the notion that the meridional heat trans-
port is related primarily to the overturning circulation,
which transports cold deep water southward and warm
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FIG. 11. Meridional heat (upper) and fresh water (lower) transports
in expt QOFP2E, divided into total transport (thick solid lines), over-
turning contribution (thin solid lines), and gyre contribution (dotted
lines). See text for details on the computation.

surface and subsurface waters northward (Fig. 8, upper
panels), while the horizontal temperature distribution is
fairly zonal (Smith et al. 2000). The decrease in trans-
port at low latitudes is related to the opposing effects
on the surface poleward heat transport by the Ekman
cells in the two hemispheres. The gyre component is
relatively important at high latitudes, where the tem-
perature contrast between the upper and the deep ocean
is relatively low and the zonal contrast between the
warm North Atlantic Current and the cold Labrador Cur-
rent is relatively high.

The total freshwater transport, plus the MOC and gyre
contributions, are shown in Fig. 11 (lower panel). The
MOC component transports freshwater primarily south-
ward over the entire domain, in the same sense as the
total transport deduced from observations (Fig. 10b).
Like the meridional heat transport, this component is a
maximum at midlatitudes (near 258N), where the over-
turning strength and the salinity contrast between the
upper and deep ocean are strong, and decreases ac-
cordingly toward high latitudes. In contrast to the heat
transport, however, at low latitudes the MOC component
of the freshwater flux is very weak. In the South At-
lantic, this is due in part to the opposing effect of the
surface Ekman cells. To a large extent, however, the
reduced freshwater transport at low latitudes arises from
the nonmonotonic variation of salinity with depth, and

to the presence of a salinity minimum at middepths,
corresponding to the AAIW (Fig. 8, lower panels).

When compared to the total transport (Fig. 10b), the
divergence of the MOC component in experiment
QOFP2E is stronger in the subpolar gyre, and is of the
opposite sign in the northern part of the subtropical gyre
(Fig. 11, lower panel), meaning that the overturning
circulation removes more freshwater from these regions
than that which is supplied by the observed surface flux.
In contrast to the meridional heat transport, the merid-
ional freshwater transport is determined to a large extent
by the contribution of the wind-driven gyres. In the
subtropics, this transport is northward, and reflects the
southward advection of high salinity water in the central
subtropical gyre. In the subpolar gyre, the weak oceanic
freshwater divergence results from the combination of
the MOC component with a strong southward fresh-
water transport by the gyre (Fig. 11, lower panel).

7. Mode water formation

In section 5 and 6, the model’s response to the surface
fluxes was investigated in terms of the degree to which
these fluxes constrain the representation of surface prop-
erties and meridional transports, two of the most com-
monly diagnosed results in ocean models. In this sec-
tion, the resulting ventilation of subsurface layers,
which provides the link between the ocean surface and
the circulation and property distributions in the deep
ocean, is examined.

At midlatitudes, the ventilation of the thermocline is
accomplished by subduction, driven by the combined
effects of Ekman pumping and geostrophic flow through
the base of the late winter mixed layer (Marshall et al.
1993; Williams et al. 1995). Observations show that
subduction occurs preferentially in certain density rang-
es, leading to the formation of relatively thick layers
with homogenized properties, or mode waters (Mc-
Cartney and Talley 1982). In the present simulations,
the subtropical gyre thermocline is ventilated primarily
by layers 6 (su 5 26.52) through 9 (su 5 27.22), which
outcrop into the winter mixed layer along a line that
runs approximately from south of Cape Hatteras, in the
western Atlantic, to southern England in the eastern
basin. The ventilation process in the model is illustrated
in Fig. 12, which shows closed contours defining the
region where a particular layer thickness is greater than
200 m in March of the last year of simulation, repre-
senting water that has irreversibly left the mixed layer
(New et al. 1995; Chassignet et al. 1996). Denser layers
outcrop to the northeast, following the increase in mixed
layer density in this direction. The ventilation pattern
is very similar in experiments QOFP2E (Fig. 12a) and
QAFP2E (Fig. 12b), which differ only by the surface heat
flux formulation. The slight northeastward displacement
of the subduction lenses in the latter experiment, when
contrasted to that of the former, reflects the warmer, and
consequently lighter, subtropical gyre simulated in ex-
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FIG. 12. Area (denoted by solid contours) in which a model layer thickness exceeds 200 m in the subtropical
gyre, for layers 6 (su 5 26.52), 7 (su 5 26.80), 8 (su 5 27.03), and 9 (su 5 27.22), in Mar of year 20. (a) Expt
QOFP2E, (b) expt QAFP2E, and (c) expt QOFRS.

periment QOFP2E (see section 5). The ventilation pattern
in experiment QOFRS with SSS restoring (Fig. 12c) dif-
fers substantially from that of experiments QOFP2E (Fig.
12a) and QAFP2E (Fig. 12b). The overall fresher and
lighter subtropical gyre simulated in experiment QOFRS

(see section 5) leads to an eastward displacement of the
outcropping region, with the denser layers (7–9) being
ventilated primarily in the eastern basin, and layer 6
occupying most of the Sargasso Sea.

A complementary view of the mode water formation
in the model is given by the volumetric T–S diagram
computed from the last year of simulation, shown in
Figs. 13a–c, which is compared to the volumetric T–S
diagram computed from the Levitus (1982) annual cli-
matology, shown in Fig. 13d. The subtropical and sub-
polar mode waters are represented in this figure by the
large volumes concentrated in small areas lying between
temperatures of ;78–188C and salinities of ;35.0–36.5
psu, the characteristic range for the North Atlantic Cen-
tral Water. The bias toward higher SSS observed in the
experiments forced with the climatological freshwater
flux (Figs. 6a–c), and without any constraints on the
simulated SSS, is seen to propagate into the thermocline,
leading to a displacement in the T–S diagram of the
mode waters along isopycnals toward higher salinities,
and consequently higher temperatures (Figs. 13a,b).
Note, however, that the southwestward displacement of
the outcropping line due to the increase in mixed layer
density is followed by a vertical upward migration of
the isopycnals, and consequently by a cooling of the
thermocline. This scenario of warming along isopycnals

and cooling at constant depth levels is analogous to that
described by New and Bleck (1995). However, in the
present case, it is driven primarily by the increase in
mixed layer salinity, whereas in their experiments it was
a consequence of surface cooling. In the SSS restoring
case (Fig. 13c), on the contrary, the subtropical mode
water is somewhat fresher, and therefore cooler, and the
thermocline is warmer at constant depth levels. Subpolar
mode waters at intermediate densities (su 5 26.80 and
27.03) compare well with climatology in this case, but
the denser modes (temperatures less than ;128C), which
ventilate the eastern part of the subtropical gyre and the
subpolar gyre, have their volume substantially reduced.

The densest mode water created within the model
domain is Labrador Sea Water (LSW), which appears
in the lower part of the T–S diagram (Fig. 13) as a large
volume of relatively cold and fresh water. LSW is
formed by deep convection in the central Labrador Sea,
which reaches depths of ;1000 m, with typical tem-
peratures in the range 3.38–3.48C, salinities of ;34.84–
34.89 psu, and su ; 27.76–27.78 (Talley and McCart-
ney 1982). In the model, layer 13 (su 5 27.74) has a
density closest to observed LSW. In the present config-
uration, the water mass formation in the Labrador Sea
proved to be very sensitive to the parameterization of
the surface fluxes, and differs significantly among the
experiments. These differences are associated primarily
with the simulated late winter surface density (a function
of the SST and SSS fields), which, in a convective re-
gime, determines to a large extent the volume of water
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FIG. 13. Volumetric T–S diagram for (a) expt QOFP2E, (b) expt QAFP2E, (c) expt QOFRS, and (d) Levitus
(1982) climatology. Contour Interval in 1014 m3.

that is transferred from the mixed layer to each of the
model’s isopycnic layers.

The time evolution of the simulated layer structure
in the central Labrador Sea is shown in Fig. 14. Water
with characteristics similar to LSW is initially produced
in experiment QOFP2E (Fig. 14a), with the mixed layer
ventilating primarily layer 13. By the end of the sim-
ulation, however, the slight warming (T ; 3.58C) and
freshening (S ; 34.76) of the late winter surface layer
(not shown) lead to the formation of lighter mode waters
in the central Labrador Sea, with both layers 12 (su 5
27.64) and 13 (su 5 27.74) being ventilated. The surface
freshening is attributed to a stronger than observed
spreading of freshwater from the Labrador Current,
which normally supplies fresh surface water to the cen-
tral Labrador Sea (Lazier 1973; Pickart 1992); this
spreading results from the broad surface currents that
are simulated with the present highly diffusive medium
resolution configuration. In experiment QAFP2E, with
the bulk formulation for the heat flux, the simulation of

a slightly warmer (T ; 3.78C) and fresher (S ; 34.74)
winter mixed layer reduces significantly the ventilation
of layer 13, and a lighter mode water (su 5 27.64) is
formed in the Labrador Sea (Fig. 14b).

In an apparently paradoxical result, the lowest and
most atypical winter SSS (;34.25) in the central Lab-
rador Sea was simulated in the experiment with SSS
restoring conditions (expt QOFRS). The simulated fresh-
ening of the surface layer leads to a shift from a regime
with deep convection in the initial five years of inte-
gration, to one in which convection is restricted to the
upper 500 m (Fig. 14c). In this situation, the LSW core
(su 5 27.74 in the model) is totally isolated from the
surface mixed layer, and salinity in the LSW core in-
creases to ;34.9 psu due to horizontal mixing with
water from the Irminger Sea. This result is similar in
many aspects to the interruption of convection observed
in the 1960s (Talley and McCartney 1982; Dickson et
al. 1996), during the period in which the Great Salinity
Anomaly, which originated in the Greenland Sea, oc-
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FIG. 14. Time evolution of layer interfaces in the central Labrador Sea (averaged within 568–528N,
508–528W), for expts (a) QOFP2E, (b) QAFP2E, and (c) QOFRS. The thick line is the base of the mixed
layer. The numbers to the right indicate the su values of each model layer.

cupied the Labrador Sea. In the model, however, the
surface freshwater anomaly comes from the inner edge
of the North Atlantic Current, near ;508N, ;458W, and
is advected northward by the overshooting western
boundary current. Upon reaching the central Labrador
Sea, the fresh anomaly stabilizes the water column, in-
hibiting convection and reducing the upward doming of
the isopycnals. This effect is strong enough in the model
to affect the baroclinic structure of the cyclonic circu-
lation in the Labrador Sea. The Labrador Current is
weakened, and the flow is eventually diverted to the
central Labrador Sea, intensifying the fresh anomaly and
further reducing convection. An intense freshwater loss
by the ocean is generated by the surface SSS restoration
in the central Labrador Sea (Fig. 7b), which however
does not overcome the lateral advection of freshwater
by the surface currents.

8. Summary and discussion

Ocean-only models are usually forced by fluxes based
on a prescribed atmosphere, an approach that does not
allow for any feedback from the atmosphere and vice
versa. Under such forcing, the model thermodynamic
adjustment is a direct response to the surface fluxes. In
this paper, the response of an OGCM to several surface
heat and freshwater flux parameterizations traditionally
used in ocean-only models has been investigated using
the Miami Isopycnic Coordinate Ocean Model (MI-

COM) configured for the North Atlantic Ocean with
medium resolution and with realistic topography and
forcing datasets.

First, the model’s response to surface heat fluxes com-
puted within the model with the bulk formulas was com-
pared to the response to a Haney-type boundary con-
dition with linearization around SST, and the solutions
in both cases were found to be highly similar. To the
extent that nonlinearities in the forcing have only sec-
ondary importance, the Haney linearization simply
makes explicit the restoring to climatology, which is
implicit in the bulk formulas. In both approaches, the
model is driven toward an equilibrium with a prescribed
climatological field, which implies an atmosphere with
infinite heat capacity.

With respect to the surface freshwater flux, the model
was not found to be significantly sensitive to fluxes that
were either entirely prescribed from climatology or
combined climatology and modeled SST feedback upon
evaporation. This reflects the fact that the largest dif-
ferences between the surface fluxes in these two cases
occur in regions in which the salt balance is dominated
by horizontal advection. The SST feedback may become
important in long term climate simulations as SST
changes at high latitudes lead to in-phase changes in
SSS (through evaporation), with competing effects upon
convection and upon the strength of the overturning
circulation (Hughes and Weaver 1996). With these two
surface flux formulations, the modeled SSS diverge sig-
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nificantly from observations. Better agreement with ob-
servations is observed, as expected, when restoring
boundary conditions are used as a proxy for the fresh-
water flux. This is, however, achieved through the gen-
eration of unrealistic surface freshwater fluxes, which
differ significantly from the observed fluxes by one or
two orders of magnitude. This also implies a meridional
freshwater transport, which differs substantially from
that inferred from observations, as it adjusts to the un-
realistic surface fluxes. With a climatology-based sur-
face flux, the modeled meridional freshwater transport
can only converge to observations.

The modeled salinity distribution and meridional
freshwater transport will no doubt improve with better
observational fields and with error-free models, but al-
ternatives must be sought at the present stage of ocean
modeling. Wadley et al. (1996) report on improvements
associated with a freshwater flux formulated as a mass
flux instead of as a virtual salt flux, but their analysis
is restricted to the simulated SST and SSS. If some SSS
restoring is necessary to avoid long term drifts, then it
can be combined with the flux conditions in order for
the model to recover the climatological flux in cases in
which it reproduces the climatological SSS. Tziperman
and Bryan (1993) discuss such an alternative and sug-
gest, based on error estimates for the surface fields, that
the two terms should be weighted differently, with the
restoring term accounting for 10% of the forcing. Pre-
liminary results with a high-resolution version of MI-
COM indicate, however, that a 50% factor may be nec-
essary for a realistic simulation of SSS in the North
Atlantic.

The final equilibrium solution under prescribed sur-
face forcing does not reveal anything about how realistic
(or unrealistic) the pathways of the simulated transport
in the model are. In order to gain some understanding
of such pathways, both the meridional freshwater and
heat transports were divided into their contributions due
to the overturning and to the wind-driven gyres. Anal-
ysis of the various components of the transports reveals
a picture of the meridional freshwater transport that dif-
fers substantially from the one for the heat transport in
many aspects; namely, the gyre component is relatively
more important for the total freshwater transport than
for the total heat transport, which is dominated by the
overturning component; the gyre and overturning com-
ponents of the freshwater transport have opposite signs
at midlatitudes; and the decrease in magnitude of the
overturning component at low latitudes is more accen-
tuated for freshwater than for heat due to the nonmon-
otonic decay of salinity with depth associated with the
salinity minimum AAIW. Such differences may have
important climatic consequences, as they can affect the
way in which the overturning circulation will respond
to changes in the surface heat and freshwater fluxes.

The combination of surface fluxes, SST, and SSS de-
termines the rate at which water masses are formed and
affect the ventilation of the ocean subsurface and deep

layers (Speer and Tziperman 1992). Accordingly, the
subduction patterns of the subtropical gyre differ sig-
nificantly between the freshwater flux and the restoring
to observed SSS experiments. While in the former case
the increase in SSS (and density) leads to a southwest-
ward migration of the outcropping region accompanied
by vertical upward displacement of the isopycnic layers,
in the latter case an opposite behavior follows the slight
freshening of the surface layer. In the Labrador Sea,
convection and production of LSW occur despite the
facts that the model cannot resolve the eddy scales of
baroclinic instability and that the atmospheric forcing
does not contain synoptic scale events (Marshall and
Schott 1999). In the present configuration, however, the
dominant features associated with LSW formation are
the model’s ability to simulate the appropriate winter-
time mixed layer density and the preconditioning as-
sociated with the doming of isopycnals within the cy-
clonic circulation (Clarke and Gascard 1983). For ex-
ample, a small decrease in the simulated mixed layer
density can reduce the LSW formation, therefore iso-
lating the LSW core from the surface and interrupting
its renewal.

Due to numerical (resolution, boundary conditions,
. . .) and/or physical (turbulence closure) limitations, no
numerical model can perfectly simulate the oceanic ad-
vective fields and the associated property distributions.
The choices among different surface flux parameteri-
zations, therefore, necessarily involve a trade-off be-
tween reproducing the observed climatological fluxes
(weak or no oceanic feedback), to the detriment of the
representation of the model SST and SSS fields that can
diverge from observations, and constraining these fields
to closely follow oceanic climatologies (strong, and of-
ten unrealistic, restoring boundary conditions), to the
detriment of the representation of the surface fluxes.
While the physical rationale that exists behind the lin-
earization of the bulk formulas makes the differences
between restoring and flux boundary conditions very
subtle in the case of heat forcing, with the surface fresh-
water flux these differences reflect very clearly the dif-
ferent modeling strategies. The model response to these
choices is not restricted to the surface fields. Changes
in the interior adjustment arise as well, affecting the
model’s capacity to simulate the production of water
masses and the meridional transports of heat and fresh-
water.
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