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ABSTRACT

In this work we present the assimilation of dual-Doppler radar observations for rapidly inten-

sifying hurricane Guillermo (1997) using the Ensemble Kalman Filter (EnKF) to determine

key environmental parameters. A unique aspect of Guillermo was that during the period

of radar observations strong convective bursts, attributable to wind shear, formed primarily

within the eastern eyewall. To reproduce this observed structure within a hurricane model,

background wind shear of some magnitude must be specified; as well as turbulence and

surface parameters appropriately adjusted so that the impact of the shear on the simulated

hurricane vortex can be realized. To help understand this complex nonlinear interaction

between shear, surface fluxes and modeled turbulence, an ensemble of simulations have been

conducted during which these key parameters were varied over a certain range and then sam-

pled via a Latin hypercube approach. A sample of parameter combinations were chosen and

used to compute an ensemble of 120 model simulations. Given the relatively large computa-

tional resources needed for a large ensemble the simulations were performed using the Jaguar

XT5 suppercomputer available at Oak Ridge National Laboratory. A unique preconditioned

matrix-free EnKF approach used herein enabled the large amount of dual-Doppler radar

data to be readily incorporated during the assimilation stage: this development was also

essential for an accurate estimation of the various turbulence parameters and environmental

wind shear as shown in the results.
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1. Introduction

Hurricanes are among the most destructive and costliest natural forces on Earth and many

communities worldwide are affected by these extreme weather events. Hence, it is important

to improve hurricane forecasts by solving the uncertainties in the numerical models.

Over the past decade, significant progress has been made in improving the forecast of

hurricanes. Advances in radar technology allow oceanic hurricanes to be observed at very

high resolution and together with data assimilation hurricane forecast has improved signifi-

cantly. The studies of Zhang et al. (2009), Torn and Hakim (2009), and most recently Zou

et al. (2010) have shown the improvement of hurricane forecast with data assimilation for

various models. Nevertheless, many uncertainties remain unresolved in hurricane models. A

significant source of uncertainty lie in parameters that influence a number of key physical

behaviour of a hurricane simulation. The main objective of the present work is to accurately

estimate key model parameters, through the use of the ensemble Kalman filter (EnKF),

to improve hurricane forecasts. The parameters are estimated using dual-Doppler radar

observations obtained from Hurricane Guillermo (1997).

Parameter estimation remains an important factor to improve hurricane simulations.

In this study there are four parameters of interest that are estimated using EnKF data

assimilation. The parameters are tunning coefficients for turbulent length scale associated

with the turbulent kinetic energy model, wind shear that determines the shear impact on the

simulation, surface friction which impacts the intensity and structure of the simulation, and

surface moisture which controls the rate of intensification of the hurricane. These parameters

have a significant influence in intensity and structure of all types of hurricanes, specially
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shear hurricanes. It is therefore necessary to accurately estimates these parameters in order

to improve hurricane predictability and analysis.

The use of EnKF for parameter estimation was first proposed by Anderson (2001) where

the parameters were included in the state vector and are simultaneously estimated using

data assimilation. Annan et al. (2005a) successfully applied the EnKF for estimating 12

parameters in a low-resolution coupled atmospheric-ocean model. In a later study they

implemented their methodology to a realistic GCM model with identical twin experiments

Annan et al. (2005b). However, the authors found that, unlike weather prediction, climate

forecast depend strongly on parameterizations rather than initial conditions. Kivman (2003)

found that the EnKF performed poorly for parameter estimation with the Lorenz model due

to the inability of the Kalman filter theory to properly handle highly non-Gaussian probabil-

ity distributions in the parameter space. Hacker and Snyder (2005) assimilated subsurface

observations into a parameterized 1D PBL model to simultaneously estimate model state

and parameters and suggested that the EnKF may help mitigate model error via parameter

estimation. Aksoy et al. (2009) applied the EnKF method to simultaneous estimation of

up to six parameters and the model state with a two-dimensional, hydrostatic, nonrotating,

and incompressible sea-breeze model. They found that the estimation of single imperfect pa-

rameters with the EnKF is successful, while the quality of estimation deteriorates when the

number of estimated parameters increases. Tong and Xue (2008) used the ensemble square

root filter to estimate 5 microphysical parameters, related to rain, snow, hail/graupel and

bulk densities of snow and hail/graupel, for a model-simulated supercell storm. The study

simulated the radar data used for assimilation and simultaneous model state and parameter

estimation. For this study the EnKF is used for parameter estimation in a hurricane model.
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Due to the vast amounts of data to be assimilated we implemented a matrix-free EnKF were

the relevant linear system is efficiently solved by a Sherman-Morrison linear solver.

The current study explores the use of EnKF for parameter estimation of hurricane mod-

els for analysis and prediction. The case to be examined is Hurricane Guillermo (1997), a

shear storm. The assimilation will cover a 6-h time window in which Guillermo experienced

rapid intensification from a category 3 to a category 4 hurricane. National Oceanic and

Atmospheric Administration (NOAA) Hurricane Research Division (HRD) P-3 aircraft pro-

vided dual-Doppler airborne radar observations on 10 flight legs over much of the inner-core

region (within 60 km of the eye) within this time period (Reasor et al. (2009), Sitkowski and

Barnes (2009)). Making this data set unique and highly reliable to describe the most critical

phase of a hurricane. Hurricane Guillermo started as a tropical depression on the 30th of

2100 UTC July 1997 which formed just west of the Mexican coast. This tropical depression

originated from a well-defined tropical wave that emerged from the west coast of Africa on

16 July (Mayfield (1997)). Shortly after 0600UTC August, Guillermo underwent a rapid

intensification stage with a 31 m s-1 increase of the 10-m maximum sustained winds and a

54-hPa decrease in sea level pressure in the following 30h (SB09), largely exceeding the RI

criteria established by Kaplan and DeMaria (2003). The National Hurricane Center Best

Track data estimated that Guillermo reached its peak intensity with 70 m s-1 winds and

a 919 hPa minimum central pressure near 0000 UTC 5 August. As Guillermo moved over

cooler water further to the west (128W, Fig. 1), the storm rapidly weakened to a tropical

storm by 0600 UTC 8 August (Mayfield (1997)).

The paper is organized as follows. Section 2 describes the analytic equations set of the

hurricane model, the discretization and a brief overview of the EnKF and its matrix-free
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implementation. Section 3 describes the model setup as well as the ensemble simulation

setup and results. It also presents the numerical results from the parameter estimation and

a reinitialized simulation with the new parameters as well as a discussion of the results. A

summary and final remarks are presented in section 4.

2. Paremeter estimation model

In this section the analytical and discrete equations utilized within the hurricane simula-

tions will be presented. The model is comprised of both an equation set describing the gas

phase, i.e., the Navier-Stokes, as well as an equation set describing the bulk cloud model.

a. Navier-Stokes equation set

Even though the discrete model is formulated in a three-dimensional (3-d) generalized

coordinate frame, for ease of presentation the analytical equation set will be represented in

3-d Cartesian space. In this framework the momentum equations are expressed as follows

∂(ui
′
ρ)

∂t
+
∂(uj

′
ui
′
ρ)

∂xj′
=− ∂p′

∂xi′
− g(ρ′ + ρc + ρr + ρi + ρs + ρg)δi′3

− 2ρεi′m′o′Ωm′(u
o′ − uo′e ) + Φi′ +

∂(κρτ i
′j′)

∂xj′
,

(1)

where all indices range from 1 to 3; u1′ and u2′ are the Cartesian gas velocities in the

horizontal, x1′ and x2′ , directions; u3′ is the Cartesian gas velocity in the vertical, x3′ ,

direction; Ω1′ = 0 with Ω2′ = 2Ωsinϕ, and Ω3′ = 2Ωcosϕ being the x3′ and x2′ components

of the Earth’s rotation axis at the latitude ϕ; ρ is the gas density of the air, ρ = ρd +ρv with

ρd the dry air density and ρv = ρqv the water vapor density and qv the specific humidity; p′ =
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p−pe is the pressure perturbation with p the pressure of the gas computed using the ideal gas

relationship, i.e., Eq. 11 in Reisner et al. (2005), and pe = pe(z) the environmental pressure;

ρ′ = ρ − ρe is the density perturbation with ρe = ρe(z) the environmental density and the

bouyancy force only being applied in the vertical direction, δi′3, including the additional

forcing due to cloud water (ρc), rain water (ρr), ice (ρi), snow (ρs), and graupel density

(ρg) when the ECM is active; ui
′
e are the environmental winds in all three directions; Φ

are momentum exchange terms between the gas and particles that are active during LCM

calculations; τ i
′j′ = ∂ui′

∂xj′ + ∂uj′

∂xi′ − 2
3
δi
′j′ ∂us′

∂xs′ is the strain-rate tensor; and the parameters δ and

ε being used to simplify the writing of the gravitational and Coriolis terms (see chapter 2 of

Pielke 1984). Note, constants such as the earth’s gravity, g, are defined in Table 1 of Reisner

and Jeffery (2010).

The energy equation is expressed as

∂(θρ)

∂t
+
∂(ui

′
θρ)

∂xi′
= fenergy +

∂F i′

θ

∂xi′
, (2)

where θ is the potential temperature; θ = T (po

p
)

R∗d
C∗p , with T the temperature of the gas,

R∗d = (1 + 0.61qv)Rd, and C∗p = (1 + 0.94qv)Cp; fenergy = θL
TC∗p

fdensity represents the

release of energy during phase conversion associated with summation over all particle types,

fdensity, produced by the bulk microphysical model and the diffusional flux of potential

temperature fluctuations being defined, e.g., in the x1′-direction as F 1′

θ = ρκ ∂θ
∂x1′ .

The diffusion coefficient, κ, found in Eqs. 1 and 2, as well as all other scalar equations,

is determined from a TKE model with this equation being expressed as

∂(TKEρ)

∂t
+
∂(ui

′
TKEρ)

∂xi′
= κρτ i

′j′ ∂u
i′

∂xj′
+ gκ

∂ρ

∂x3′
− φdissipTKE

2ρ

Ls
+
∂F i′

TKE

∂xi′
, (3)

with the first term on the right hand side being the shear generation of turbulence, the second
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term the buoyancy generation of turbulence, the third term the dissipation of turbulence,

and the last term the diffusion of turbulence where κ = 0.09Ls
√
TKE with Ls the turbulence

length scale.

The conservation equation for water vapor density, ρv, can be written as follows

∂(ρv)

∂t
+
∂(ui

′
ρv)

∂xi′
= −fdensity +

∂F i′
ρv

∂xi′
. (4)

Note, the conservation equation for ρ is nearly identical to Eq. 4, except that the turbulence

diffusion term is not present.

b. Bulk microphysical model

The mass conservation equation for a given particle type, ρpart = ρc, ρr, ρi, ρs, ρg, within

the bulk microphysical model can be written as follows

∂(ρpart)

∂t
+
∂[(ui

′ − wfallpartδi′3)ρpart]
∂xi′

= fdensitypart +
∂F i′

ρpart

∂xi′
, (5)

whereas the conservation equation for either cloud droplet number (Nc) or ice particle number

(Ni), Npart = Nc, Ni, can be written as follows

∂(Npart)

∂t
+
∂[(ui

′ − wfallpartδi′3)Npart]

∂xi′
= fnumberpart +

∂F i′
Npart

∂xi′
, (6)

where wfallpart, fdensitypart, and fnumberpart represent the fall speed, density, and number

sources or sinks from the bulk microphysical model for a given particle type, a hybrid of the

activation and condensation model found in Reisner and Jeffery (2010) together with all of

the other relevant bulk parameterizations found in Thompson et al. (2008). Note, because

of significant differences in the particle distributions between winter storms and hurricanes,

the slope-intercept formulas were modified following McFarquhar and Black (2004).
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c. Discrete model

The discrete model for the Navier-Stokes equation set and the bulk microphysical model

closely follows what was described in section 2c of RJ. This discrete equation set formulated

on an A-grid can utilize a variety of time-stepping procedures with the current simulations

using a semi-implicit procedure (Reisner et al. 2005). The advection scheme used to advect

gas and various cloud quantities was the quadratic upstream interpolation for convective

kinematics advection scheme including estimated streaming terms (QUICKEST, Leonard

and Drummond 1995) with these quantities having the possibility of being limited by a

flux-corrected transport procedure (Zalesak 1979).

d. Parameters of interest

Examining vertical profiles from ECMWF obtained near the time period of the dual-

Doppler radar data (1830 UTC 2 August to 0030 UTC 3 August 1997) and using a represen-

tative composite achieved the initialization of horizontally homogeneous potential tempera-

ture, water vapor, and total gas density fields for all Guillermo simulations. Though some

uncertainty exists within the thermodynamic fields with regard to the actual environment

versus the perturbed environment obtain from the ECMWF soundings, the impact of this

uncertainty was deemed to be smaller than that associated with the momentum fields, i.e.,

it is not obvious the actual shear impacting Guillermo. So to incorporate this uncertainty

into a given Guillermo simulation, the horizontal velocity fields, u1′ and u2′ , were initialized
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as follows

u1′(x3′) = φshear[ecmwfu(x
3′) + 1.5], (7)

u2′(x3′) = φshear[ecmwfv(x
3′)− 1.5], (8)

where φshear is a tuning coefficient that determines the shear impacting hurricane Guillermo

within a range of 0 and 1, and ecmwfu and ecmwfv represent composite soundings calculated

by averaging various soundings obtained from the ECMWF data file.

Given the delicate balance in nature that is needed for a sheared hurricane to intensify, it

is not entirely obvious whether numerical models, that are necessarily limited in resolution,

can accurately represent boundary processes that are responsible for supplying water vapor

to eyewall convection. The accurate representation of boundary-layer processes implies the

model has been somewhat tuned to represent the impacts of waves, sea spray, and air bubbles

within the water; likewise the accurate treatment of energy release in eyewall convection

implies that the upward movement of, for example, moisture is being reasonably simulated

by the hurricane model.

To examine this uncertainty the diffusion coefficient for surface momentum calculations

was specified as follows

κ = κsurfacefriction tanh

(
Vh

80

)
, (9)

where κsurfacefriction is a tuning coefficient that ranges from 0.1 to 10 m2 s−1 and Vh is

the horizontal wind speed. A no-slip boundary condition was utilized in the horizontal

momentum equations (u1′ =u2′=0) with the magnitude of κsurfacefriction the determining

factor with regard to the impact of this boundary condition on the intensity and structure

of Guillermo. Note, unlike for the horizontal momentum equations, all scalar equations use
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a diffusion coefficient estimated from the TKE equation.

Another uncertain boundary-layer process that has a significant impact on intensification

rate is surface moisture availability and the unresolved vertical transport of this water vapor

with the first term, qsv, being formulated as follows

qsv = qvs(0.75 + qvsurface tanh

(
Vh

30

)
, (10)

where qvs is the saturated vapor pressure over water and qvsurface is a tuning coefficient that

ranges in value from 0.0 to 0.2. This term enters into surface diffusional flux calculations in

discrete form as follows

F 3′

qv = κ
q1
v − qsv

0.5∆x3′
, (11)

where q1
v is the specific humidity of the first grid cell. To address the uncertainty associated

with turbulent transport of water vapor (and all other fields) from the surface to the free

atmosphere the turbulent length scale was modified as follows

Lms = φturbLs, (12)

where the tuning coefficient, φturb, ranged from 0.1 to 10.

e. Parameter estimation method: EnKF

The ensemble Kalman Filter is a Monte Carlo approach of the Kalman filter which

estimates the covariances between observed variables and the state through an ensemble of

model forecasts. The EnKF was first introduced by Evensen (1994) and is discussed in detail

in Evensen and van Leeuwen (1996), and in Houtekamer and Mitchell (1998). A practical

approach of the EnKF algorithm is given in Evensen (2003).
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The EnKF for parameter estimation was first proposed by Anderson (2001). He suggested

estimating the parameters by including them as part of the model state and computing the

analysis of an augmented state vector. Using this augmented state vector, Tong and Xue

(2008) estimated microphysical parameters of the Advanced Regional Prediction System

(citation needed) through the Ensemble Square Root Filter.

For our study, only the parameters will be estimated, not the state vector of the model.

Since the state is not being estimated the EnKF is directly applied to the parameters, this

is, the state vector contains only the parameter values. Nevertheless, the model covariance

matrix is still required for the innovation with observations.

Let xf ∈ Rn be the model state vector and yo ∈ Rnobs a set of nobs observations. Since only

a limited set of imperfect observations are available, the true state of the system xt cannot be

determined precisely. Therefore it is more convenient to consider xt as a random variable and

estimate p (xt), the probability distribution function (pdf), for a given set of observations.

The Kalman filter provides formulas to estimate p (xt|yo) given the assumptions that the

model is linear, yo is linearly related to xt, and that the background forecast of p (xt) and

observational error are Gaussian. Under these assumptions the Kalman filter estimates for

the mean x̄a and covariance Pa ∈ Rn×n satisfy the equations

x̄a = x̄f + K
(
yo −Hx̄f

)
(13)

Pa = (I−KH) Pf (14)

where

K = PfHT
(
HPfHT + R

)−1
, (15)

is the Kalman gain matrix. Here Pf ∈ Rn×n is the model forecast covariance matrix,
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R ∈ Rnobs×nobs is the observation covariance matrix, and H ∈ Rnobs×n is an observation

operator matrix that maps state variables onto observations.

For non-linear models, Evensen (1994) introduced the ensemble Kalman filter (EnKF)

which uses an ensemble of forecast to estimate Pf and evolve it through time. Following

Evensen (2003), let xfi be the n-dimensional model state vector forecast for the ith ensemble

member of an m-member ensemble, and define yoi as

yoi = yo + εi (16)

where εi is normaly distributed with zero mean. The Kalman filter analysis xai for each

ensemble member is given by

xai = xfi + K
(
yoi −Hxfi

)
(17)

K = P̂fHT
(
HP̂fHT + R

)−1

(18)

where the model covariance matrix is computed as

P̂f =
1

m− 1

m∑
i=1

(
xfi − x̄f

)(
xfi − x̄f

)T
. (19)

System (17)-(18) can be reformulated as

xai = xfi + P̂fHTz (20)

where the linear system (
HP̂fHT + R

)
z = yoi −Hxfi (21)

is solved for each ensemble member. Since the matrix in (21) is symmetric, the conjugate

gradient algorithm is implemented to solve the linear system for all ensemble members.
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In the case of hurricane models n � nobs, where n ∼ O (107), making P̂f too large and

impractical to compute and hold in memory. However this matrix is never explicitly formed.

Instead the Kalman formulation (20)-(21) requires the action of HP̂fHT , P̂fHT , and R over

a vector which can be done in a matrix-free computation. Notice that the matrices can be

written as

P̂fHT =
1

m− 1

m∑
i=1

(
xfi − x̄f

)(
Hxfi −Hx̄f

)T
(22)

HP̂fHT =
1

m− 1

m∑
i=1

(
Hxfi −Hx̄f

)(
Hxfi −Hx̄f

)T
. (23)

For models where there are a vast amount of observations (large nobs) solving the linear

system (21) repetitively can be inefficient. To overcome this difficulty an efficient precondi-

tioner is implemented to solve system (21) which takes advantage of the form of the matrix

to efficiently compute the solution of the system. The preconditioner was developed by

Maponi (2007) as a linear solver based on the Sherman-Morrison identity. In experiments

with nobs ∼ O (105) the conjugate gradient with the Sherman-Morrison preconditioner was

observed to converge in only 2 to 3 iterations per ensemble member, making it extremely

efficient to assimilate vast amounts of data.

3. Ensemble simulation and parameter estimation

a. Guillermo model setup

Since the primary goal is to examine the impact of various model parameters containing

high uncertainty on the intensity and structure of Guillermo, but not the track, hurricane

13



Guillermo simulations have been undertaken in which a mean wind of 1.5 m s−1 was added

or subtracted to the respective environmental wind components to prevent the movement

of Guillermo from a region containing high spatial resolution found in the domain center.

Specifically this high resolution patch in Cartesian space, ∆x1′
c and ∆x2′

c , is defined as follows

∆x1′

c = 6000sin2(φgx
∗) + 1000, (24)

∆x2′

c = 6000sin2(φgy
∗) + 1000, (25)

where φg = π
Ngpi′

determines how quickly the grid spacing changes from 7 km near the model

edges to 1 km near the center with Ngpi′ the number of grid points in either direction and

x∗, y∗ represent grid values for a normalized grid with a domain employing 0.5Ngpi′ grid

points away from a center location in which x∗ = y∗ = 0. Like the horizontal direction, the

vertical direction also employs stretching with highest resolution near the ocean boundary,

approximately 50 m, and coarsest near the model top, 500 m, with 86 vertical grid points

being utilized to resolve a domain extending upwards to 21 km. Note, because of the

relatively high vertical spatial resolution, time step size was limited to 1 s to avoid any

instabilities associated with exceeding the advective Courant number limit.

To initialize the horizontal momentum fields associated with Guillermo the dual-Doppler

data obtained at 1855 UTC 2 August 1997 was interpolated to the grid with these fields

being incorporated into the model via nudging over a one hour time period. Additionally,

an interpolated field of latent field derived using a procedure by Guimond (need full ref-

erence) was also incorporated into the energy equation via nudging over the same one hour

window. Next, given values of φshear, κsurfacefriction, qvsurface, and φturb generated by the

Latin hypercube sampling technique the simulations are run for a total of 12 hours with 6
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hours for initialization and 6 hours for comparison against the dual-Doppler radar data.

b. Ensemble Kalman Filter setup

A matrix-free implementation of the EnKF is used for the assimilation of the hurricane

data for parameter estimation. Since only the parameters are to be estimated, the state

vector comprises only of the parameter values for each ensemble and not the model state.

The model state is used for the innovation vector for comparison with the observations.

To avoid filter divergence and compute the time distribution of the parameters it was

decided to assimilate each time period without restarting the ensemble with the new anal-

ysis parameters. The reasoning behind this technique is to treat each time period where

observations are available as an independent set of observations from which the parameters

are estimated. In this way the time distribution of the parameters are independent.

Although the optimal ensemble size for estimating reliable model uncertainty is still under

active research, an ensemble of 120 members was deemed appropriate to capture essential

model statistics for assimilation.

Through prior experiments it was observed that the main driver in the structure and

intensity of the hurricane model were the four key environmental parameters. It is therefore

reasonable to limit the generation of the ensemble on the perturbation of these parameters.

To create an ensemble with sufficient initial spread the set of parameters were perturbed

using a Latin Hypercube sampling strategy with a uniform distribution. The interval for

each parameter was carefully chosen based on previous experiments and from a physical

intuition of their interaction with the model. Table 1 shows the initial interval for each
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parameter.

The ensemble is then integrated for 6 hours to develop an approximately realistic back-

ground error covariance structure before the first observations are assimilated.

c. Data manipulation and selection procedure

The dual-Doppler data set provides 10 snapshots of dBZ reflectivity values for a 6-h

window at 30 minute intervals.

• Latent heat and wind data more appropriate for the parameters to be estimated.

• Describe procedure in which latent heat and wind data was obtained from dBZ reflec-

tivity (Guimond)

• Why are we using latent heat and wind data instead of dBZ reflectivity? Include a

couple of citations and references.

In order to remove spurious data points a six-stencil weighting procedure is performed

for each data point where dBZ reflectivity is greater that zero. Furthermore, the data is

selected such that its absolute values is above a tolerance of 1.0e− 5.

d. Ensemble spread and structure

The spread and appropriate model statistics are critical for the success of assimilation

with EnKF since the method depends on proper model and observation statistics (such as

both and 1st moments? ) to optimally determine the true parameter values.
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Before focusing on the simulated storm structure per say, it is important to determine

whether the model is able to reproduce the observed storm intensity using standard metrics.

Figure 3 shows the simulated pressure traces for the 120 ensemble members (blue lines), the

ensemble average (black line) and the 3-hourly observations from the NHC advisories (red

line). Note that for the remainder of this work, the times shown are relative to the starting

time of the analysis, namely 21600s or 6 h.The ensemble-averaged pressure trace is in re-

markably good agreement with observations with a difference less than 5 hPae. The pressure

trace ensemble spread around the mean about +/-25 hPa, whih is sufficient (ref?-maybe

explain why in this context, HUMBERTO) to describe useful model statistics for data

assimilation with EnKF. As mentioned earlier, likely the most interesting and unusual aspect

of this hurricane case is the rapid intensification of the system while being embedded in a

sheared environment, which has been long known to be detrimental to storm intensification

or even formation (e.g., Gray, 1968). Because the storm was embedded in an environment

characterized with vertical wind speed shear, its eyewall horizontal structure was asymmet-

ric with a dominant wavenumber 1 mode (e.g., Reasor et al. (2009), Sitkowski and Barnes

(2009)).

Figure 4 shows the ensemble averaged layer averaged vertical velocities at two different

layers to highlight the vertical variation of the inner core asymmetries. On average, the

model is able to reasonably capture the observed inner core asymmetries location-wise and

magnitude-wise. The ability of the code to produce a good ensemble averaged provide some

confidence that the initial parameter spread captures the correct dynamics of the hurricane.

Because Figure 4 only provides a snapshot of the ensemble averaged horizontal structure and

because the magnitudes of the storm inner core asymmetries change with height, the vertical
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velocities were averaged in time (for a 2 h time period centered on the time of figure 4) and

within a cylindrical ring delimited by radii 15 and 40 km. This procedure was adopted from

Reasor et al. (2009).

A Fourier spectral decomposition was then carried out on this data which results are

shown in figure 5. Clearly, the storm wavenumber 1 asymmetry magnitude is evident with

a maximum magnitude of about half of that of the primary symmetric mode (or wavenum-

ber zero). The simulated wavenumber 0 magnitude is in excellent agreement with the one

reported by Reasor et al. (2009) who also found a value near 1.4 m/s. They found, however,

a larger magnitude of the wavenumber 1 component with a value reaching 1.2 m/s. Similar

analysis was carried out for vertical vorticity (not shown) and the results are, again, in very

good agreement with Reasor et al. (2009) who showed that the symmetric mode was largely

dominant with the remaining wavenumbers (i.e., ¡4) having maximum magnitudes less than

15% of that of the symmetric mode.

To provide a more comprehensive view of the simulated storm structure, the simulated

storms ensemble averaged azimuthal structure was compared to observations and are pre-

sented for two flight legs in Figure 6 in a similar fashion than Zou et al. (2010). Overall,

the averaged data exhibit reasonable agreement with observations while however notable

differences ought to be highlighted. For instance, the simulated eye size is smaller by about

5-10 km with a shallower secondary circulation owing in the model to the imposition of a

Rayleigh damping layer at and above 16 km AGL. The exact causes behind the disparity in

eyewall size arise from many factors. Recent simulations using a higher-fidelity Lagrangian

microphysical model showed that for example enhanced evaporation between the eye and

eyewall had a large influence on the storms intensity and structure as pointed out in Fierro
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et al. (2011), (citation needed, ALEX) for the case of Hurricane Rita (2005). The

simulated eyewall slope, magnitudes of azimuthally-averaged tangential, radial winds and

latent heating are in good agreement with observations. Additional plots were made for the

remaining 8 flight legs (not shown) and displayed similar attributes.

Because the above analysis is valid for the ensemble averaged data, a similar comparison

with individual members was warranted: For this comparison, the member showing closer

agreement with the observed pressure trace, namely member 44 (maybe show figure of pres-

sure traces?), was chosen and the results are shown in figure 7. While the ensemble averaged

data seem to show better overall agreement with observation, this figure highlights the exist-

ing spread of simulated structures that sometime exhibit large differences with observations:

The latent heat fields in particular exhibit a double maximum structure in contrast to ob-

servations. Clearly the simulation produces also a stronger secondary circulation and upper

level outflow for the same intensity as defined by minimum surface pressure.

In the next step of the analysis, namely the assimilation, the observations were thinned

out by including those observations whose latent heat absolute values were greater or equal

to a certain tolerance. Table 2 show the number of observations considered for different

tolerances at 6 hours.

An assimilation experiment was performed for each tolerance resulting in the assimilation

of different number of observations. Figure 8 shows the evolution of the average ensemble

parameter estimate after assimilation as a function of number of observations assimilated at

14100 seconds. The blue dots represent the ensemble average parameter value and the green

lines represent the standard deviation, with the x-axis showing the number of observations

assimilated and the y-axis the parameter value. The first value on each plot, zero value on

19



the x-axis, represents the ensemble average parameter value of the initial spread.

It is clear from figure 8 that as the number of assimilated observations increases there

is a transition where the analysis veers off course. As the assimilation reaches information

saturation with observations the analysis resumes a more stable course for the approxima-

tion of the parameters. This behaviour can be attributed to either the critical role that the

number of observations can play in the assimilation or the potential impact that particular

observations have on the assimilation. In either case an analysis greatly benefits from assim-

ilating a large enough number of observations that capture the essential information needed

for an accurate estimation of the parameters.

e. EnKF performance and analysis parameters

The EnKF experiments begin assimilation at t = 0h (relative to t = 6h), corresponding

to the first instance of data available, and assimilates another 9 time periods at 30 min

increments. An analysis parameter is obtained for each of the 10 time periods without

restarting the ensemble.

For comparison the parameter values were estimated using derived 3D latent heat fields

and derived 3D wind data. Figure 9 shows the time distribution of the ensemble-averaged

parameter values after assimilation of the observations every 30 min. The observation mask

for both latent heat and wind data is defined by including the observation locations where

absolute latent heat is greater or equal to 1.0e 5 deg K/ h. This ensures that the same

observation location is selected for all the data sets available.

Figure 10 shows the average and standard deviation of the time distributed analysis
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parameter values for latent heat data (blue dot) and wind data (red dot). These were

computed from the ensemble average analysis parameter. The vertical lines indicate the time

variance of each ensemble estimate for each data set. Both estimates are within variance of

each other, indicating that the analysis parameters from the assimilation of latent heat data

and wind data are withing a range of tolerance. Moreover, because latent heat can be used as

a surrogate/proxy for lightning, assimilation of lightning data obtained by either VLH/VHF

sensors can provide accurate estimates of key parameter values and model calibration for

hurricanes. Not only lightning can be more readily detected over a wider range with high

temporal resolution than radar reflectivity or wind, but the latter can be used to fill in the

void many platforms such as radars suffer from. This advantage is especially desirable over

data-parsed areas over oceans, where all hurricanes form and intensify.

Three deterministic forecasts are initialized using the resulting parameter values of the

EnKF analysis for each assimilated type of data set, namely, wind, latent heat and radar

reflectivity.

The time average of the analysis parameters is computed over the 10 time periods of

assimilation for latent heat, wind, and dBZ data. A new simulation for the three sets of

estimated parameters was carried out to obtain an improved model solution for its respective

data.

The results are shown in Figures 11 and 12 which compares azimuhtal structures between

the observations and restarted model simulation (contours), using estimated parameters

from assimilation of latent heat and wind fields, respectively. The assimilation of latent

heat results in an overall weaker storm with azimuthally averaged tangential winds rarely

exceeding 50 m/s in contrast to observations (Fig. 11). Clearly better results are obtained
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when using wind data (Fig. 12). Assimilating wind data, in contrast to latent heat, favors a

stronger storms with a more well defined stronger secondary circulation and tangential wind

profile, In particular the azimuthal location of the maximum latent heating is well captured

by the wind field. . .

4. Summary and conclusions
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Fig. 1. Best Track for Hurricane Guillermo (1997). Hurricane Intensity is color-coded based
on the Saffir-Simpson scale with legend shown on the bottom left of the figure. Data courtesy
of the Tropical Prediction Center (TPC), NOAA. The EnKF analysis period is denoted by
the small black rectangle.
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Fig. 2. Initial parameter spread for 120 samples obtained with the Latin Hypercube sam-
pling strategy using the limits in table 1
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Fig. 3. Minimum sea level pressure for each ensemble member (blue), ensemble average
(black), and observations (red)
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Fig. 6. Comparison between the ensemble-averaged azimuthally-averaged profile and ob-
servations for tangential winds (top), radial winds (center), latent heat (bottom) for 21600
seconds (left panels) and 28800 seconds.
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lines indicate the ensemble variance of the parameters.
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Fig. 9. Time distribution of ensemble average parameter estimates without analysis restart,
where the blue line represents estimates obtained with assimilating latent heat data and red
with wind data.
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the variance of the analysis within each parameter estimate.
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Fig. 11. Comparison of the azimuthally-averaged profile between restarted model simulation
(contours), using estimated parameters from latent heat, and observations (color shaded).
Plots for tangential winds (top), radial winds (center), latent heat (bottom) for 21600 seconds
(left panels) and 28800 seconds (right panels).
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Fig. 12. Comparison of the azimuthally-averaged profile between restarted model simulation
(contours), using estimated parameters from wind data, and observations (color shaded).
Plots for tangential winds (top), radial winds (center), latent heat (bottom) for 21600 seconds
(left panels) and 28800 seconds (right panels).
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