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Abstract Five quantitative methodologies (metrics) that may be used to assess the skill of sea ice models against a control field are analyzed. The methodologies are Absolute Deviation, Root-Mean-Square Deviation, Mean Displacement, Hausdorff Distance, and Modified Hausdorff Distance. The methodologies are employed to quantify similarity between spatial distribution of the simulated and control scalar fields providing measures of model performance. To analyze their response to dissimilarities in two-dimensional fields (contours), the metrics undergo sensitivity tests (scale, rotation, translation, and noise). Furthermore, in order to assess their ability to quantify resemblance of three-dimensional fields, the metrics are subjected to sensitivity tests where tested fields have continuous random spatial patterns inside the contours. The Modified Hausdorff Distance approach demonstrates the best response to tested differences, with the other methods limited by weak responses to scale and translation. Both Hausdorff Distance and Modified Hausdorff Distance metrics are robust to noise, as opposed to the other methods. The metrics are then employed in realistic cases that validate sea ice concentration fields from numerical models and sea ice mean outlook against control data and observations. The Modified Hausdorff Distance method again exhibits high skill in quantifying similarity between both two-dimensional (ice contour) and three-dimensional (ice concentration) sea ice fields. The study demonstrates that the Modified Hausdorff Distance is a mathematically tractable and efficient method for model skill assessment and comparison providing effective and objective evaluation of both two-dimensional and three-dimensional sea ice characteristics across data sets.

1. Introduction

Due to its fundamental role in physical, chemical, and biological processes in the polar regions, sea ice is considered to be a key state variable for the Arctic and Antarctic climate environment [Vaughan et al., 2013]. The necessity to understand current and future changes in sea ice and the associated consequences for the climate has stimulated active development of sea ice models. These models have evolved into mathematical systems describing complex physical processes controlling thermodynamics and dynamics of sea ice [e.g., Kreyser et al., 2000; Hunke and Holland, 2007; Johnson et al., 2007; Lipscomb et al., 2007; Hunke et al., 2010; Germe et al., 2014; Peterson et al., 2014]. Vast scatter of simulated sea ice characteristics among sea ice models has been reported [e.g., Arzel et al., 2006; Zhang and Walsh, 2006; Serreze et al., 2007; Blanchard-Wrigglesworth and Bitz, 2014]. Discrepancies among sea ice numerical forecasts and hindcasts have motivated several model intercomparison projects such as the Sea-Ice Model Intercomparison Project (SIMIP) [Kreyser et al., 1997, 2000] and Arctic Ocean Model Intercomparison Project (AOMIP) [Proshutinsky et al., 2005, 2011; Johnson et al., 2007, 2012], which aimed to evaluate and improve representation of sea ice in climate and coupled ocean-sea ice models, respectively. Recently, considerable attention has been drawn to representation of polar sea ice in global climate models [e.g., Parkinson et al., 2006; Connolley and Bracegirdle, 2007; Turner et al., 2013; Uotila et al., 2012, 2013, 2014].

Quantitative approaches used for sea ice model validation predominantly operate with integrated (or aggregated) scalar fields such as sea ice extent, area, or volume [Arzel et al., 2006; Hunke and Holland, 2007; Schweiger et al., 2011; Turner et al., 2013; Germe et al., 2014; Peterson et al., 2014; Tietsche et al., 2014]. These methods provide a quick and easy approach to quantify uncertainty across sea ice models. However, the area-integrated characteristics have very limited application for model skill assessment as models with very different sea ice thickness distribution and configuration of ice extent boundary may have similar area-integrated
quantities [Connolley and Bracegirdle, 2007]. More generally, these metrics are limited by a lack of information about spatial patterns of sea ice properties within the region of interest.

Presently available satellite observations of polar regions provide detailed information about spatial distribution of sea ice characteristics [Kwok et al., 2004; Kwok, 2010; Laxon et al., 2013]. These high-resolution and temporally regular observations offer a valuable data set for model evaluation and intercomparison that could be used to evaluate performance of sea ice models more precisely. For example, detailed sea ice edges derived from radiometer and scatterometer observations [Comiso et al., 1997; Meier and Stroeve, 2008] are available for sea ice edge validation in the sea ice models. However, in order to utilize this information, there is a need to compare the spatial distribution of the sea ice. This requires reliable and robust validation techniques that can assess representation of spatial distribution of sea ice characteristics in the models.

Comparison of spatial patterns across the sea ice models is mostly limited to qualitative methods or visual comparison of spatial patterns of the sea ice characteristics such as concentration, thickness, and draft [e.g., Parkinson et al., 2006; Hunke and Holland, 2007; Johnson et al., 2007; Laxon et al., 2013; Germe et al., 2014; Peterson et al., 2014; Tietsche et al., 2014; Tsamados et al., 2014]. Quantitative evaluation of sea ice model performance based on spatial patterns (such as shapes or contours of sea ice edge, distribution of ice thickness, or concentration within the contours) of simulated sea ice characteristics has received little attention in the geophysical literature. Several studies have evaluated spatial distribution of sea ice characteristics in sea ice models based on Root-Mean-Square Error (or Deviation) analysis [Cavalieri, 1992; Uotila et al., 2012; Karvonen, 2014] and spatial pattern correlation [Schweiger et al., 2011]. The apparent limitation in the assessment metrics specifically designed to account spatial distribution of sea ice can be attributed to the difficulty of developing algorithms that quantify similarity in shape in a way that corresponds with human intuition.

The goal of this study is to investigate several possible methods for objective quantitative evaluation and skill assessment of sea ice models based on spatial patterns of ice characteristics. In general, model validation and skill assessment can be defined as automated, objective quantification of similarity or dissimilarity between a numerical solution and control data. For sea ice applications, the validation can be performed on contours that delineate specified constant values, for instance, comparing the shape of a sea ice edge contour that captures sea ice extent. Furthermore, a validation process should also compare the spatial pattern of sea ice characteristics such as concentration and thickness against the control fields (similar to pattern recognition). In summary, a function is sought that can compare several sea ice models to the control data and rank them according to similarity in contour shape or both in contour shape and a scalar variable within the contour.

Five methodologies are considered: Absolute Deviation (section 2.1), Root-Mean-Square Deviation (section 2.2), Mean Displacement (section 2.3), Hausdorff Distance, and Modified Hausdorff Distance (section 2.4). The first three quantify the error between the numerical solution and the control data. The last two originate in the study of metric spaces and compare the model to the control data via a shape distance metric, which takes into account their similarity in shape.

The metrics are subjected to sensitivity and robustness tests (section 3) in order to demonstrate their response to differences in sea ice contours and patterns (sections 4 and 5). Then the metrics are applied to sea ice concentration fields from coupled ocean-sea ice model experiments (section 6.1) and September 2014 sea ice outlook (section 6.2), and their performance for these realistic cases is evaluated.

2. Validation Metrics

The following validation metrics will be considered for skill assessment of modeled sea ice fields: Absolute Deviation, Root-Mean-Square Deviation, Mean Displacement, Hausdorff Distance, and Modified Hausdorff Distance. The metrics are applied in both 2-D, using only contours of sea ice edge, and 3-D cases, using both the contours and scalar field within.

2.1. Absolute Deviation

Sea ice area and sea ice extent are the simplest and most frequently used skill metrics for evaluation of differences between simulated and observed data [Arzel et al., 2006; Hunke and Holland, 2007; Schweiger et al.,
For two given sets of points \( A \) and \( B \) containing the same number of points, a point \( a_0 \) on set \( A \) is chosen at random as the initial point, and then the closest point \( b_0 \) on set \( B \) is selected as its corresponding point (if more than one such point exists, one is selected at random). Point \( a_1 \) is chosen to be the point in \( A\{a_0\} \) (point \( a_0 \) is excluded from the set \( A \)) closest to \( a_0 \). Point \( b_1 \) is chosen to be the point in \( B\{b_0\} \) closest to \( a_1 \). The process iterates in this fashion until all pairs have been assigned. (b) Sets \( A \) and \( B \) have a different number of points. Suppose set \( A \) has \( m \) points and set \( B \) has \( n \) points, with \( m < n \). Let \( k = n - m \). The \( k \) longest edges on \( A \)'s contour are chosen and at each midpoint a point is added. Sets \( A \) and \( B \) now have the same number of points, and the algorithm from Figure 1a is performed.

\[
C = \int_{\Omega} dA, \tag{2}
\]

In this case, \( C \) and \( C_0 \) are the sea ice extents, and AD measures an absolute difference in the sea ice extent. For a 3-D application (the metric is referenced as “AD3D”), \( C \) and \( C_0 \) are defined as

\[
C_i = \int_{\Omega} g_i(x, y) dA, \tag{3}
\]

\[
C_0 = \int_{\Omega} g_0(x, y) dA, \tag{4}
\]

where \( g_i \) and \( g_0 \) are the tested and control scalar fields. If these functions describe sea ice concentrations, equations (3) and (4) are sea ice areas in the two data sets bounded by contour \( \Omega \).

### 2.2. Root-Mean-Square Deviation

Root-Mean-Square Deviation (RMSD) is another frequently used quantitative estimate of difference between model output and the control data. In sea ice applications, RMSD (or Root-Mean-Square Error, RMSE) has been used for comparing integrated quantities such as sea ice extent or area [e.g., Emery et al., 1991; Cavaliere, 1992; Tietzche et al., 2014]. For 3-D applications, when spatial distribution of sea ice characteristics is assessed, RMSD-based techniques are usually calculated through consideration of point-by-point differences over the domain of interest [Uotila et al., 2012].

Here in 2-D, RMSD is employed to analyze spatial patterns through comparison of contours such as sea ice edge. For two given sets of points \( A \) and \( B \), the RMSD score is defined as

\[
DRMSD(A, B) = \sqrt{\frac{\sum_{i=1}^{n} [d(a_i, b_i)]^2}{n}}, \tag{5}
\]

where \( d(a_i, b_i) \) is an error (here, distance) between the \( i \)th pair of points \( a_i \in A \) and \( b_i \in B \). In the case of two contours, RMSD is estimated for \( n \) data points along the curves (Figure 1). Note that the definition of RMSD assumes a correspondence between the points in sets \( A \) and \( B \) \( (a_i \in A \iff b_i \in B) \). This information is generally not known in realistic applications. There are several possible techniques to determine the pair-wise correspondence of points between the two shapes [e.g., Chui and Rangarajan, 2003]. Here for two given sets of points, the two closest points from the sets are considered as the matching pairs (see Figure 1 for more detail). Another hurdle related to the RMSD application is when the number of points is different in
the data sets A and B. Then extra steps are required before RMSD can be calculated in order to define a point-to-point correspondence between the contours (Figure 1b).

For 3-D applications, when spatial distribution of sea ice characteristics inside a contour is assessed, RMSD-based techniques are usually calculated point-by-point over the domain of interest. In this analysis, a methodology similar to Uotila et al. [2012] is employed for 3-D applications (called the “normalized root-mean-square error” in the original paper, here referenced as “RMSD3D”)

\[
DRMSD_{3D} = \sqrt{\frac{\sum_{i=1}^{n} \sum_{j=1}^{n} [h(i,j) - g(i,j)]^2}{\max(g) - \min(g)}},
\]

where \( h(i,j) \) and \( g(i,j) \) are the control and test scalar fields, respectively, of the grid cell \((i,j)\). Note that this technique also requires a point-to-point correspondence between the scalar fields (as do most other RMSD-based methods). This means that the methodology does not account for differences in spatial patterns. For example, if two identical fields are shifted by a few grid points, the metric may give a low skill score (large \(DRMSD_{3D}\)) despite the similarity in spatial patterns. Another drawback of this method is the requirement that both fields must be on the same grid, which is often not the case in realistic applications such as comparing sea ice fields from different models. In these cases, the scalar fields have to be interpolated onto the same grid before RMSD can be applied. None of the other considered methods have this constraint.

2.3. Mean Displacement

The Mean Displacement (MD) metric originates in spatial statistics as a measure of spread or dispersion of a data set around a reference location \((P_0)\) and has been successfully applied to shape recognition [Chang et al., 1991; Zhang and Lu, 2004]. This technique offers a natural metric for sea ice model evaluation. Since MD is a measure of dispersion, the metric is skilled at picking up small fluctuations of sea ice fields along the boundaries where most uncertainties occur. The data set is defined as every point bounded by a given contour (Figure 2). In the 2-D cases here, which consider contour comparison (sea ice edge), the data set is defined as points on the contour. \(P_0\) is taken as the centroid of the data set. The skill is assessed by considering the differences between dispersions of the data points measured relative to \(P_0\) in the data sets. MD can be generalized for a 3-D application (referenced as “MD3D”) where each location is “weighted” by functions \(h\) and \(g\) that describe distributions of some property (e.g., sea ice thickness) within the data sets A and B, respectively. The difference in the weighted dispersions gives the MD3D score \((D_{MD3D})\)

\[
\bar{D}_A = \frac{1}{n} \sum_{i=1}^{n} h(d(a_i, P_0)),
\]

\[
\bar{D}_B = \frac{1}{m} \sum_{i=1}^{m} g(d(b_i, P_0)),
\]

\[
D_{MD3D}(A, B) = |\bar{D}_A - \bar{D}_B|.
\]

where \(d(a_i, P_0)\) is the distance between a point \(a_i\) and \(P_0\) and similarly for \(d(b_i, P_0)\) (Figure 2). In this case, both the field shapes and distribution of the analyzed property within the fields are compared. Note: when \(h = g = 1\), equations (7)–(9) give MD.
2.4. Topological Methods: Hausdorff Distance and Modified Hausdorff Distance

Topological shape matching descriptors use a metric distance between the objects as the measure of shape similarity [Zhang and Lu, 2004]. The topological approach is a natural means of evaluation when spatial distributions of simulated properties are compared across data sets. The Hausdorff Distance (HD) is a classical, widely used method for both object and shape matching [Huttenlocher et al., 1993; Dubuisson and Jain, 1994a; Rucklidge, 1997; Daoudi et al., 1999]. Here HD is defined as

$$D_{HD}(A, B) = \max \left\{ \sup_{a \in A} d(a, B), \sup_{b \in B} d(A, b) \right\},$$

where $d(a, B) = \inf_{b \in B} d(a, b)$, $d(A, B) = \inf_{a \in A} d(a, b)$, and $d(a, b)$ is the distance between the point $a$ on $A$ and the point $b$ on $B$. The distance $d(a, b)$ can be Euclidean distance or another appropriate distance depending on the application (e.g., great circle distance). Generally, a smaller HD indicates better resemblance between the shapes. However, HD is sensitive to outliers, as illustrated by Figure 3. This is an undesirable property for a model validation metric, since a key requirement is the ability to quantify the overall resemblance of compared data fields.

A modified version of the classic Hausdorff Distance that is resistant to outliers is also considered [Dubuisson and Jain, 1994b]. In the present study, this Modified Hausdorff Distance (MHD) between two finite point sets $A$ and $B$ in the plane is defined as

$$D_{MHD}(A, B) \equiv D(A, B) = \max \left\{ \frac{1}{|A|} \sum_{a \in A} d(a, B), \frac{1}{|B|} \sum_{b \in B} d(A, b) \right\},$$

where $|A|$ and $|B|$ are the cardinality of sets $A$ and $B$ (here the number of points on the contours), $d(a,B)$ and $d(A,b)$ are defined by $d(a,B) = \min_{b \in B} d(a,b)$ and $d(A,b) = \min_{a \in A} d(a,b)$. As with HD, the distance $d(a,b)$ can be Euclidean distance or another appropriate distance (depending on the application). As discussed in section 5, both metrics can be easily extended to a 3-D application (referred as “HD3D” and “MHD3D,” respectively).

3. Sensitivity and Robustness Testing of the Skill Metrics

The considered metrics undergo sensitivity and robustness tests in order to evaluate the ability of each metric to quantify similarity in shape between two objects. When quantifying similarity in shape, special consideration should be given to the ability of a skill metric to penalize important (with respect to each particular application) dissimilarities and ignore unimportant ones. For skill assessment of a sea ice model, a validation metric is sought such that can appropriately penalize differences in (1) scale, (2) translation, (3) rotation, and (4) noise.

Although dissimilarity in scale, translation, or rotation may be unimportant in certain applications, such as object recognition [e.g., Chang et al., 1991], for sea ice model validation that is not the case. Displacement of a simulated sea ice field relative to a control sea ice field (either by rotation or translation) is an important dissimilarity to quantify when assessing model skill, since it may indicate biases in sea ice physics. Similarly for scale, two sea ice fields from different models that have a general agreement on the ice edge shape but disagree on the ice extent cannot be considered identical because in this case a different amount of ice is produced in each of the models.

Figure 3. Hausdorff distance between point-sets $A$ and $B$ represented by two contours. (a) Line 1 represents $\sup_{a \in A} d(a, B)$, and line 2 represents $\sup_{b \in B} d(A, b)$. Hausdorff Distance ($D_{HD}$) corresponds to line 1, the longer of the two lines. (b) If another point is added to $A$ such that this point is placed sufficiently far outside of the original contour $A$, HD is now determined by the distance between this outlier and the closest point on contour $B$. 

\[ D_{HD}(A, B) = \max \left\{ \sup_{a \in A} d(a, B), \sup_{b \in B} d(A, b) \right\}, \]

where $d(a, B) = \inf_{b \in B} d(a, b)$, $d(A, B) = \inf_{a \in A} d(a, b)$, and $d(a, b)$ is the distance between the point $a$ on $A$ and the point $b$ on $B$. The distance $d(a, b)$ can be Euclidean distance or another appropriate distance depending on the application (e.g., great circle distance). Generally, a smaller HD indicates better resemblance between the shapes. However, HD is sensitive to outliers, as illustrated by Figure 3. This is an undesirable property for a model validation metric, since a key requirement is the ability to quantify the overall resemblance of compared data fields.
Robustness to noise is also an important property of a skill metric for the sea ice model application. In some cases, compared sea ice shapes may disagree on small details due to random errors stemming from a number of factors (e.g., data interpolation, spatial and temporal resolution of the data sets, differences in remote sensing instruments, and retrieval algorithms). A robust metric should, therefore, rank objects as similar when there are small object deviations (noise) that result in small dissimilarities [Belongie et al., 2002]. As noise increases, the similarity between the objects, as measured by the skill metric, should decay. The particulars of how the metric should penalize each of the four differences are discussed below in the context of testing each of the differences. A more formal description of the suggested approach to robustness and sensitivity testing is given as follows.

Suppose \( f_t : X \rightarrow Y, \ t \in [0, 1] \) is a collection of functions which represent a continuous deformation such that the associated function \( F : X \times [0, 1] \rightarrow Y \) is continuous (more formally, \( f_t \) is a homotopy, but this can be envisioned intuitively as a continuous deformation or transformation of an elastic object over time). For a simple example, consider \( f_t : R^2 \rightarrow R^2 \) defined by \( f_t(x) = x + tu \) for some unit vector \( u \). Next, let \( M \subset R^n \) be a sea ice field, \( d : R^n \times R^n \rightarrow R \) be a proposed validation metric, and \( f_t : R^n \rightarrow R^n \) be a continuous deformation. Then \( d \) is responsive to \( f_t \) on \( M \) if the graph of \( d(M, f_t(M)) \) is strictly increasing with respect to \( t \).

For example, suppose the sea ice field \( M \) is represented as a contour in the plane and subjected to the continuous deformation (in topological sense) \( f_t(x) = x + t \begin{pmatrix} 1 \\ 0 \end{pmatrix} \), with \( t \in [0, 1] \). Then \( f_t \) performs a translation of \( M \) to the right by \( t \) as \( t \) ranges from 0 to 1; if \( d \) (a proposed validation metric) is responsive to \( f_t \), then it is strictly increasing with respect to \( t \). The rate at which \( d \) increases characterizes sensitivity of the metric to the tested difference.

The three continuous deformations considered during the tests are scaling, translation, and rotation. Furthermore, the response of each metric to the addition of noise to the boundary is tested. Note, however, that the addition of noise to the boundary is not necessarily a continuous deformation since the continuity requirement in the definition of considered deformation will likely be violated. In this case, a completely different behavior of the metric is expected as noise is being added to an object: a metric needs to be resistant (or robust) to noise.

In the following section, the validation metrics described in section 2 will be tested through comparison of a control contour (shape) and modified contours with artificially introduced differences. In section 5, the same tests will be performed for the metrics comparing scalar fields randomly distributed within the contours (shape and spatial distribution). Note that for the MD case, the reference point \( P_0 \) is kept fixed at the original location (otherwise the metric will not be sensitive to the translation or rotation tests). The tests have been applied to 150 randomly generated shapes with similar results and three of these cases (Figures 4a–4c) are presented in the following sections.

4. Sensitivity Tests With a Shape

4.1. Scale Test

Let \( X = Y = R^2 \). Then, a continuous deformation that performs rescaling is given by \( f_t(x) = (1 + kt)x \) for some scale \( k \in R \) and \( t \in [0, 1] \). For this test, randomly generated shapes (Figures 4a–4c) undergo a linear increase in size with the maximal scale twice the original size (Figure 4d). At each iteration, scores from the validation metrics are computed between the original control contour and the rescaled shape (Figure 5). For all shapes, each metric exhibits the desired behavior of being strictly increasing. However, the graph of RMSD has sharp discontinuities that exhibit an unstable response of the metric to scaling. This result indicates that although RMSD is generally responsive to the scaling, it is not responsive in a robust way. This may result in biases in skill assessment of model performance when using RMSD. It is noteworthy that the scale test is the simplest of the tests that the metrics are subjected to. A metric that is in any way a measurement of shape is expected to pass this test. All but RMSD have successfully passed the test.

4.2. Rotation Test

Let \( X = Y = R^2 \). Then, a continuous deformation that performs rotation over angle \( \theta \) is \( f_t(r, \theta) = (r, \theta + 2\pi t) \), where \( r \) is a distance from the centroid to a data point. The test is performed by rotating the control shape
Figure 4. (a–c) Sensitivity tests with three randomly generated shapes. The black dot is the reference point $P_0$ (centroid) for calculating MD. Illustration of sensitivity and robustness tests are shown for Shape 1: (d) the shape is linearly scaled up to double the original size (grey contour), (e) The contour is rotated clockwise. The grey contour is rotated $210^{\circ}$ clockwise relative to the control black contour. The MD score is nearly 0 for the shown grey and black contours (Figure 6a). (f) The contour is linearly translated in all directions along a unit vector $u$. Only four directions are shown. (g) Normally distributed noise is added to the coordinates of the contour. The grey contour is obtained by adding the normally distributed random noise with $\sigma^2 = 9E-3$. 

Figure 5. Metric scores versus scale (Figure 4d) for (a–c) three shapes shown in Figures 4a–4c. Different lines represent different skill metrics (see legend). AD score has been normalized by the maximum value for demonstration purposes.
incrementally up to a total rotation of $2\pi$ (Figure 4e). At each iteration, the metric distances are computed between the rotated contour and the control (fixed) contour. Note that the AD metric is not able to measure uncertainty in shape orientation, since the total area does not change with rotation.

Ideally, the metric distances are expected to increase over the interval $[0, \pi]$ and then decrease over the interval $[\pi, 2\pi]$ as the contour returns to its initial position. The shape of the curve of the metric scores is expected to be symmetric around $\pi$. It is noteworthy that locations of local extrema of the curve may depend on the shape of the object. For example, a square would result in four minima at $0, \pi/2, \pi, 3\pi/2$ and four maxima $\pi/4, 3\pi/4, 5\pi/4, 7\pi/4$, $n = 0, 1, 2, 3$.

The RMSD metric demonstrates an unstable response to rotation (Figure 6). MHD and HD have smoother curves that are generally increasing over the interval $[0, 30^\circ]$ and are generally decreasing over the interval $[330^\circ, 360^\circ]$. The broad local minimum around $\pi$ in Figure 6a is due to the quasi-symmetric nature of shape 1 which, when rotated over $\pi$, resembles the control contour, resulting in smaller scores (Figure 4b). The existence of the minimum around $\pi$ in this case is a consequence of the symmetry of this specific randomly generated contour. For the other two shapes that are not symmetric, the minimum around $\pi$ is absent.

MD exhibits a very good response to rotation increasing monotonically over $[0, 150^\circ]$ and decreasing over $[150^\circ, 210^\circ]$ (Figure 6a). However, the minimum at $210^\circ$ is counterintuitive. The score is almost 0, indicating a near-perfect match of the rotated and control contours, which in reality is not the case (see Figure 4b). The false “success” (rotated and control contours match) predicted by the MD algorithm may be attributed to either the shape symmetry or the possibility that a number of sets of points that are not identical can still have the same mean dispersion of points around a reference point (equations (7)–(9)). In other words, MD may give a similar score to dissimilar shapes if dispersions of the points on the contours are the same. For two other shapes (Figures 6b and 6c), MD response behaves as expected by increasing over $[0, 180^\circ]$ and decreasing after that.

The above analysis shows that none of the tested metrics are completely responsive to rotation. However, all the metrics except AD can penalize disorientation of two contours when one contour is rotated over a small angle relative to the other. This is particularly relevant to the practical application considered here because anticipated biases in spatial orientation of sea ice contours have small range; therefore, it is most important that a skill metric is able to penalize rotation over angles much less than $\pi/2$.

### 4.3. Linear Translation Test

Let $X = Y = R^2$. Then, a continuous deformation that performs a translation is $f_t(x) = x + tu$, where $t \in [0, 1]$ and $u \in R^2$ is a unit vector pointing in the direction of translation. In this test, the contour is gradually translated by moving the shape away from the original location of the center $(0, 0)$ along straight lines in different directions determined by the unit vector (Figure 4f). The unit vector is incrementally rotated around the

---

**Figure 6.** Metric scores versus clockwise rotation angle (degrees) for (a–c) three shapes. The AD score is not shown, as it remains 0 for all rotation angles. All scores have been normalized by their maximum values.
centroid. Again, the AD metric is invariant to translation and thus it is not presented. The resulting metric scores (Figure 7) are represented by a surface with a minimum at (0,0) where the two contours are collocated. With RMSD (Figures 7a, 7e, and 7i), the metric score surface has obvious discontinuities, demonstrating limited sensitivity of this metric to translation. The other metrics all illustrate a good response to the translation test.

4.4. Random Noise Test

In this test, the control shape is perturbed by Gaussian noise with different standard deviations (noise amplitude). Let $X = Y = R^2$. Then, a function that adds increasing amounts of noise is $f = p + \xi$, $\forall p_i \in X$, where $\xi$ is a bivariate normally distributed random vector with zero mean vector and covariance matrix $\Sigma = \begin{pmatrix} \sigma_x^2 & 0 \\ 0 & \sigma_y^2 \end{pmatrix}$. To test different levels of noise, $\sigma$ is continuously increased from 0 to 0.15 (Figure 4g). The procedure is repeated 25 times. The preferred behavior of the metric score function is an overall increasing trend with points representing individual test outcomes distributed around the trend. The smaller the uncertainty range the more robust the metric to noise.

Both the AD and MD approaches (Figures 8a, 8f, and 8k and 8c, 8h, and 8m) completely fail the test. The uncertainty range increases rapidly with noise amplitude. The very large spread of AD and MD scores indicates no robustness of these methods to noise. Most importantly, even for large noise amplitude ($\sigma > 0.05$).
the MD and AD scores can be ∼0 (mistakenly indicating a perfect match with the control contour). This is another manifestation of the drawback of the MD algorithm discussed in section 4.2. The faulty response to noise of the AD metric stems from the fact that dissimilar shapes may have similar areas.

For RMSD, there is a positive trend in the scores with growing noise amplitude (Figures 8b, 8g, and 8l). However, there is a clear discontinuity and a very large spread of the metric scores for noise with an amplitude greater than ∼3 × 10⁻². RMSD is, therefore, partially responsive to noise and demonstrates good performance for noise with small amplitude. For practical applications, this means that RMSD scores for the sea ice contours with larger perturbations can be inflated and hence are not robust.

Both HD and MHD methods demonstrate a very robust response to added noise (Figure 8, two bottom rows). A slightly larger spread of HD scores for the noise with larger amplitude is due to the sensitivity of HD to outliers (as discussed in section 2.3).

Figure 8. Metric scores (vertical axis) from the noise test for the three shapes (in columns): (a, f, and k) AD, (b, g, and l) RMSD, (c, h, and m) MD, (d, i, and n) HD, and (e, j, and o) MHD. The horizontal axis is the noise amplitude. Note the differences in the uncertainty range (spread) of the scores for different metrics.
In summary, sensitivity tests with 2-D contours demonstrate a better performance of the topological metrics compared to the other metrics (Table 1). The AD metric is the simplest and least reliable skill metric, passing only one test. It is followed by RMSD, which has partially passed two tests but fails the scale and translation tests. MD exhibits good responsiveness to the three continuous deformation tests but fails the noise test. Both topological metrics, HD and MHD, have passed all four tests and although they are not fully responsive to rotation, they are sufficiently responsive for realistic applications.

5. Sensitivity Test With a Shape and Distribution Function

The sensitivity tests described in section 4 compared 2-D shapes (contours) of two objects. In real sea ice applications, differences of the distributions of sea ice characteristics inside the shape are also important and may be greater than the dissimilarity in the shapes of the objects [e.g., Connolley and Bracegirdle, 2007; Katavouta and Myers, 2014]. Subjected to the same tests, the metrics are used in the context of pattern recognition in order to assess their ability to quantify the resemblance of spatial patterns inside the shapes. In this test, field concentration is considered as the third dimension, and three-dimensional (3-D) Euclidean distance is used as a distance \(d(a,b)\) in RMSD3D, MD3D, HD3D and "weights" in MD3D (\(g\) and \(h\) in equations (7) and (8)) and AD3D. It should be noted that for the 3-D application, RMSD is calculated using equation (6). Without normalization, equation (6) is a 3-D generalization of equation (5) under the assumption that the grid points on two fields are collocated leading to zero horizontal distances.

The metrics may be sensitive to the scaling of the third dimension (e.g., ice concentration) relative to the spatial dimensions. Here it is assumed that the third dimension should maintain the same range of values as the first two dimensions. Considered ice concentration ranges from \([0, 1]\). All ice concentration fields have been mapped into an index space of the model grid. Thus, the third dimension is comparable to the spatial dimensions and no scaling is performed in the examples presented in the following sections.

The scalar random field inside the shapes is generated as follows. First, a continuous random field is generated inside a domain (Figure 9a). Then, the random field is subsetted inside the individual random shapes (Figures 9b–9d). It should be mentioned that as the shapes and the scalar field inside the shapes are deformed in the course of the sensitivity testing, it is necessary to interpolate them back onto the original grid for calculation of RMSD3D. Although the other metrics can be applied to scalar fields on different spatial grids (point-to-point correspondence is not required), the scalar fields interpolated back onto the original grid are also used for these cases in order for the deformation tested to be consistent across the metrics.

5.1. Scale Test

For all shapes, all metric scores are strictly increasing as scale increases (Figure 10). However, the graph of RMSD3D has a highly nonlinear change in the response to linearly increasing scale. This suggests an unstable behavior of the metric to scaling with over sensitivity to small changes in scale but weak response to scaling for the remainder of the range of tested values. The other metrics maintain a nearly constant rate of the score change suggesting equal sensitivity to the tested scales.

<table>
<thead>
<tr>
<th>Tests</th>
<th>AD 2-D</th>
<th>AD 3-D</th>
<th>RMSD 2-D</th>
<th>RMSD 3-D</th>
<th>MD 2-D</th>
<th>MD 3-D</th>
<th>HD 2-D</th>
<th>HD 3-D</th>
<th>MHD 2-D</th>
<th>MHD 3-D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
<td>P</td>
<td>P</td>
<td>F</td>
<td>pP(^b)</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Rotation</td>
<td>F</td>
<td>F</td>
<td>pP(^d)</td>
<td>pP(^d)</td>
<td>pP(^c)</td>
<td>pP(^d)</td>
<td>pP(^d)</td>
<td>pP(^d)</td>
<td>pP(^d)</td>
<td>pP(^d)</td>
</tr>
<tr>
<td>Translation</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
<td>P</td>
</tr>
<tr>
<td>Noise</td>
<td>F</td>
<td>F</td>
<td>pP(^f)</td>
<td>P</td>
<td>?(^f)</td>
<td>F</td>
<td>P</td>
<td>pP(^j)</td>
<td>P</td>
<td>P</td>
</tr>
</tbody>
</table>

\(^aP—passed; F—failed; pP—partially passed.\)

\(^b\)Partially responsive, may provide inflated scores for small changes in scale.

\(^c\)Partially responsive within a small angle \(<\pi/18\).

\(^d\)Partially responsive within \(\pm \pi/2\), may provide inflated scores for small rotation angles.

\(^e\)Partially responsive within approximately \(\pm \pi/2\).

\(^f\)Partially responsive within approximately \(\pm \pi/6\).

\(^g\)Robust for a small noise amplitude.
5.2. Rotation Test

With the exception of MD3D, every metric has an improved response to the rotation test for the 3-D application (Figure 11) compared to the 2-D case (Figure 6). MD3D has two other false “successes” for shapes 1 and 3 (Figures 11a and 11c) that were absent in the 2-D application. The scores for the other metrics are more symmetric about $\pi$ and monotonically increase over a wider range of the rotation angle ($\pm \pi/3$ and more). Note a nearly perfect response of MHD3D for shape 2 (Figure 11b). The MHD3D score function is symmetric around $\pi$ and monotonically increasing on $[0, \pi]$ and monotonically decreasing on $[\pi, 2\pi]$. RMSD3D strongly responds to the initial rotation of the shapes. Rotation by $1^\circ$ from the original shape results in RMSD3D $= 0.3$, while all other metrics are $<0.05$. The analysis demonstrates that adding a third dimension has improved performance of the metrics but only MHD3D is close to being completely responsive to rotation.

5.3. Linear Translation Test

All metrics except RMSD3D illustrate a good response to the linear translation test (Figure 12). RMSD3D (Figures 12a, 12e, and 12i) shows an initial large response, with a large score for small translation. However, there is little to no sensitivity in that response, with the metric score varying little as the object translates further from the original position. This behavior stems from the RMSD3D definition (equation (6)) that assumes point-to-point correspondence between the tested and control fields at every $(i, j)$ grid point. After the tested field has been deformed in the course of the sensitivity testing, the point-to-point correspondence is not maintained and the metric calculates the difference between the control field and a random value of the tested field that is now at $(i, j)$ grid point (reflecting the realistic usage of RMSD3D in the context of sea ice validation).

5.4. Random Noise Test

Similar to the 2-D case, both the AD3D and MD3D metrics (Figures 13a, 13f, and 13k and 13c, 13h, and 13m) fail the 3-D noise test. The RMSD3D method demonstrates a very robust response to added noise (Figures 13b, 13g, and 13i) which is a striking improvement from the 2-D noise test with the contours (Figures 8b, 8g, and 8i). HD3D and MHD3D again show a robust response to noise with monotonically increasing scores and a bounded spread through the whole range of noise amplitudes in the test.
In summary, sensitivity tests with spatially distributed random scalar fields inside the contours demonstrate a better performance of the topological metrics compared to the other metrics (Table 1). Both topological methods, HD3D and MHD3D, have passed all tests. Surprisingly, adding the scalar field as a third dimension has degraded performance of HD3D in the noise test, compared to the 2-D case. Again, the AD3D metric is the simplest and least reliable skill metric, passing only the scaling test. RMSD passes the noise test with strikingly improved performance, partially passes the scaling and rotation tests but once again fails the translation test. MD exhibits good responsiveness to the continuous deformations but fails the noise test.

6. Application to Sea Ice Fields

The skill assessment metrics presented in the previous sections are employed to compare sea ice edge contours or shapes (2-D fields) and both sea ice edge contours and distributions of the sea ice concentration within the contours (shape and pattern or 3-D fields). Two sets of the sea ice fields are used to demonstrate the performance of the presented skill metrics in quantifying resemblance of sea ice fields. These include model to model comparison and model to observation comparison. Prior to quantitative comparison, the sea ice fields are ranked based on qualitative analysis. The quantitative ranking of the sea ice fields is compared with that obtained through qualitative analysis.

6.1. Sea Ice Fields From HYCOM-CICE Experiments

The first set of sea ice fields are derived from a suite of numerical experiments with a coupled modeling system that uses the 1/12.5° HYbrid Coordinate Ocean Model (HYCOM) [Chassignet et al., 2006] and Los Alamos Sea Ice
Code (CICE) [Hunke et al., 2013] for the Arctic Ocean. Details of the coupled modeling system (hereafter referenced as ARCo0.08) can be found in Metzger et al. [2014]. All experiments are initialized from an existing ARCo0.08 data set in October 2005 and run until the end of 2006. Analyzed sea ice fields are derived from identical model configurations forced with different wind fields. The wind stress is a primary driving force of sea ice dynamics and therefore differences in the applied wind fields notably impact the sea ice distribution. The control run is forced with the NCEP Climate Forecast System Reanalysis (CFSR) [Saha et al., 2010] winds. Other experiments are driven by winds from (1) experiment 020: National Center for Atmospheric Research (NCAR)—Department of Energy (DOE) reanalysis 2 (NCEPR II) [Kanamitsu et al., 2002]; (2) experiment 030: Cross-Calibrated Multi-Platform Ocean Surface Wind Components (CCMP) [Atlas et al., 2011]; (3) experiment 040: Arctic System Reanalysis, interim version (ASR) [Bromwich et al., 2010]. One more experiment (experiment 050) is forced with winds that are identical to the control run winds (CFSR) but with Greenland river runoff added in this experiment. Experiment 050 is expected to have similar sea ice concentration to the control run, since the changes in the river runoff have a smaller impact on sea ice concentration than discrepancies in the wind fields, at least within the time range of the simulations. Thus, experiment 050 is expected to be the closest to the control run model. The main questions are whether the skill metrics will be able to rank experiment 050 as the best simulation and whether the other experiments will be ranked in accordance with the qualitative ranking described below.

In the numerical experiments, most of the uncertainty in the sea ice fields is related to sea ice concentration in the Nordic and Barents Seas. For the validation analysis, monthly average sea ice concentration fields in

Figure 12. Metric scores for the linear translation test (Figure 9g) that three shapes (in the rows) are subjected to. Each row corresponds to a different shape, and different tests are shown in the columns. The horizontal and vertical axes are distances between the centroids of the shifted and control contours. The zero score corresponds to the initial location of the contour (0,0). (a, e, and i) RMSD3D. (b, f, and j) MD3D. (c, g, and k) HD3D. (d, h, and l) MHD3D. The AD3D metric takes the zero value everywhere and is not shown. The white contours are drawn at intervals of 0.1.
the Nordic and Barents Seas from the model experiments during March 2006 are compared against the control run (Figure 14). The sea ice edge is defined as 0.15 concentration in the open ocean. When the contour intersects land it is forced to follow the coastline. AD is calculated for the region shown in Figure 14 inside the contours excluding land, Baffin Bay, and Canadian Arctic Archipelago.

Visual inspection of the sea ice contours (Figure 14) and sea ice concentration difference (Figure 15d) shows experiment 050 (cyan line in Figure 14) resembles the control run (thick magenta line) almost identically, as expected. From visual inspection of Figure 14, experiment 030 (the green contour) would be ranked, qualitatively, as the second closest to the control run because it follows the control contour closely in the Nordic Seas and western Barents Sea, diverting only in the central and eastern Barents Sea. In contrast to experiment 030, the shapes of the 0.15 concentration contour from experiment 020 (red line in Figure 14) and experiment 040 (blue line) have noticeably larger disagreement with the control run, suggesting lower
Figure 14. Sea ice edge defined as the 0.15 contour from the time-averaged ice concentration fields simulated in the model experiments in March 2006. Sea ice in Baffin Bay, the Labrador Sea, and the Bering Sea is masked out. The thick magenta line is the 0.15 contour from the control run. Note the cyan and the magenta lines coincide, indicating strong similarity in sea ice concentration between experiment 050 and the control run.

Figure 15. Time-integrated sea ice concentration difference maps between the model experiments for March 2006 (a) 020, (b) 030, (c) 040, (d) 050, and the control run. Grey: land; black: open ocean.
The skill metric scores will be assessed against the qualitative ranking: experiment 050 first, 030 second, and 020 or 040 last.

For 3-D, the biggest disagreement among the models in terms of spatial distributions of the sea ice concentration inside the 0.15 contour is along the ice edge in the Nordic and Barents seas (Figure 15). All experiments but 050 have noticeable discrepancies with the control field, and visual inspection cannot clearly rank the experiments.

Skill metrics are employed to rank the model experiments relative to the control run in order to assess their ranking against the expected ranking (Figure 16). All metrics correctly rank experiment 050 as the closest simulation to the control run in both 2-D and 3-D, in agreement with preliminary visual inspection of the sea ice concentration fields. In 2-D all but the RMSD and AD metrics identify experiment 030 as the second closest to the control run, again in agreement with visual analysis. In contradiction to the visual analysis of Figure 14, both the RMSD and AD metrics give the second highest rank to 020 and 040, respectively. Adding spatial distribution of the sea ice concentration to the skill only has a marginal impact on the scores of MHD3D, HD3D, and MD3D. Both RMSD3D and AD3D return a ranking that agrees with qualitative analysis.

6.2. September 2014 Sea Ice Outlook Experiment

The second set of sea ice data is taken from the Sea Ice Outlook hosted by the Sea Ice Prediction Network (SIPN, http://www.arcus.org/sipn/sea-ice-outlook). Since 2008, the outlook has solicited model predictions of September sea ice extent initialized in the previous months, with the earliest forecasts initialized in May and the latest in early August [Stroeve et al., 2014]. In 2014, forecasts of spatial variables such as sea ice probability (SIP) and Ice-Free Dates were also solicited for the first time. Five models contributed SIP forecasts: NCAR CESM, NASA GMAO (both initialized in May), NOAA CFS (version 2), UW PIOMAS, and SLATER (initialized in August). The first four are dynamical model forecasts, while the SLATER forecast uses a statistical model.

Figures 17a–17e present maps of the sea ice extent probability predicted by different models for September 2014. As outlooks of the actual sea ice concentration were not available, the sea ice edge is approximated by contouring a constant probability (shown with the orange contour). Here for each model, the probabilities that give the best score for the most metrics are selected for contouring (numbers in parentheses in the legend of Figure 17f). The probabilities have been selected iteratively by calculating scores of each metric for every outlook for a range of probability values from [0.25, 0.9] with an increment of 0.05. It is realized that chosen probabilities may not necessarily correspond to a sea ice concentration of 0.15 in the models. While this step may result in the errors for some models being penalized more than other models’ errors, the objective here is to demonstrate an application of metrics in ranking real model output, rather than offering a definitive ranking of model performance. Thus, sea ice edges for the metric analysis are derived from these probability maps by contouring predefined probability values.

Only sea ice contours in the interior Arctic Ocean are compared. Isolated patches of ice in the straits of Canadian Arctic Archipelago, Baffin Bay, the Labrador Sea, and Arctic shelf seas are not considered. The skill
metrics are employed to evaluate September sea ice mean outlook from the models against the observed September mean sea ice edge derived from the Near-Real-Time daily polar gridded sea ice concentrations at the National Snow and Ice Data Center (NSIDC) for 2014 [Maslanik and Stroeve, 1999]. Additionally, metric scores are calculated for the sea ice contour derived from the NSIDC September mean ice concentration field in 2013 (persistence). The outlooks are compared to the persistence scores. It is anticipated that a useful forecast should have smaller errors (higher ranking) than persistence [Oey et al., 2005]. The forecasts that have smaller errors (better resemblance with the control field) than persistence have useful forecasting
skills. Otherwise, it is better to use the sea ice state from the previous year to predict the next year’s sea ice conditions.

Visual inspection of the contours (Figure 15) suggests that predictions by UW PIOMAS and SLATER have the best general resemblance with the NSIDC 2014 (magenta line). The ice contours from both forecasts follow the control contour replicating the distinct protruding part of the ice edge toward the East Siberian Sea noticeable in the observed sea ice. NOAA CFS has some resemblance with the NSIDC September 2014 contour, however the East-Siberian ice tongue extends much farther south all the way to the coast. The persistence contour (NSIDC September 2013, light grey in Figure 15) follows the 2014 ice contour closely in the Canada Basin, with apparent deviation in the Eurasian Basin (north of the Barents and Kara seas). Of all the contours, NASA GMAO and NCAR CESM forecasts look the most different from the observed September ice edge. Based on visual analysis of the contours, the anticipated ranking is SLATER or UW PIOMAS as the closest forecasts, followed by NOAA CFS or persistence (September 2013), and NCAR CESM or NASA GMAO at the end. Note that for this analysis, spatial distribution of sea ice concentration was not available, allowing only 2-D application of the skill metrics.

The MHD metric ranks the contours in the anticipated order (Figure 18) obtained from qualitative analysis of Figure 15f. HD ranks model forecasts in agreement with the visual analysis but persistence receives the lowest skills, meaning that according to this metric all the models outperformed persistence. The ranking from MD is counterintuitive because the first place ranking is given to the forecast from NOAA CFS an obviously inaccurate forecast given the ice edge contour shown in Figure 17c. At the same time, UW PIOMAS and SLATER models receive lower skills. The ranking from RMSD for the closest forecasts contradicts qualitative analysis because SLATER and UW PIOMAS are ranked third and fourth, receiving lower skills than persistence. The AD metric ranks persistence as the best forecast. This result is unsurprising given that there is a very small change in the sea ice area in September 2014 compared to 2013 (~1% decrease) [Perovich, 2014]. Nevertheless, despite the very minor change in sea ice area, the shape of the sea ice edge in September 2014 is distinctly different from that in September 2013. Hence, the AD ranking contradicts qualitative analysis. The AD ranking agrees with the expected results on UW PIOMAS (second best) but SLATER unexpectedly receives the second lowest skill, which also contradicts results from the visual inspection of Figure 15.

To conclude, based on ice edge contours derived from the outlooks, all the metrics rank NASA GMAO as the least accurate model outlook but rank the other forecasts differently. MHD once again demonstrates the closest correspondence to the visually derived ranking.

**7. Conclusions**

As more information about spatial distribution of sea ice characteristics becomes available from remote sensing, there is a potential for improved validation of sea ice models. This demands an automated and objective quantification of similarity or dissimilarity between shapes and patterns in a numerical solution and control data. The potential of five quantitative methodologies for sea ice model validation and
assessment of sea ice model skills in simulating shapes and spatial distribution of sea ice characteristics is
discussed.

Three methods commonly used in other applications as quantitative estimates of difference between tested
and the control data (AD, RMSD, MD) are evaluated, as well as two topological (HD and MHD) approaches
which are well suited to the geometric nature of the data. The corresponding metrics undergo sensitivity
tests (scale, rotation, translation, noise, and pattern recognition) in order to assess the ability of the method-
ologies to quantify similarity between 2-D shapes and spatial distribution of scalar fields (3-D) in sea ice
model and control data. The considered metrics are then employed for realistic cases where modeled sea
ice extent and concentration fields are compared against control data.

The AD metric is the most basic technique for sea ice skill assessment and has demonstrated the weakest
performance for the considered application. Sensitivity tests both for 2-D and 3-D applications have
revealed very limited responsiveness of this metric to tested differences. The major drawback of this tech-
nique is the likelihood of equally ranking two geometrically different fields or fields with dissimilar spatial
distribution of sea ice characteristics but equal area (as also discussed in Connolley and Bracegirdle [2007]).

RMSD has been used successfully in the past for estimating uncertainties in simulated sea ice properties.
Here the potential of using this method for evaluation of spatial patterns of sea ice characteristics in sea ice
models compared to the control field was assessed. The RMSD metric has shown an unsatisfactory perform-
ance in the sensitivity tests and realistic application with sea ice data. In general, the metric has poor skills
when comparing contours (2-D), particularly for the scaling and translation tests. The metric does have an
improved performance for the 3-D case when spatial data are interpolated onto the same grid. However,
RMSD still has abrupt response to small changes in the contours and shapes in the scale and rotation
tests. RMSD does perform well for small noise in the 2-D application and for any noise in the 3-D case. In
realistic applications, RMSD (and RMS3D) also underperform.

The poor performance of RMSD is related to the requirement of point-to-point correspondence between
the model and the observations, which is an inherent weakness of this method for the discussed applica-
tion. Specifically, underperformance of RMSD can be in part related to a nonoptimal algorithm of point-to-
point matching implemented in this study for 2-D application. The point-to-point matching algorithm could
have provided false pair matching between the data sets resulting in abrupt changes in the metric scores
during sensitivity testing and realistic application with sea ice data. However, point matching is a serious
obstacle in most practical applications due to complex contours and shapes of the sea ice fields.

The MD method is better suited for spatial analysis and it has demonstrated reasonable skills in shape and
contour comparison. Compared to AD and RMSD, the metric performed better in the rotation and transla-
tion tests. However, this metric can provide unrealistic scores when the sea ice fields differ in small details,
and this is related to the faulty response to noise. The major deficiency of this metric is its critical depend-
ence on the reference point ($P_0$). A choice of $P_0$ can be dictated by the goals of a study. For instance, if simi-
arity of two shapes is evaluated without the regard to rotation or translation, MD can be calculated relative
to the centroids of the contours ($P_0$ may be different for the contours). When translation and rotation should
be penalized, MD will be calculated relative to the same $P_0$ (a centroid of one of the contours). A more sig-
nificant problem is that MD can give identical scores to very different contours or patterns when the data
points have similar dispersion around the reference point.

Since none of the above metrics have shown high skills in quantification of similarity in spatial shapes and pat-
terns of sea ice fields, two topological approaches have been tested for this purpose. Sensitivity tests and real-
istic application to sea ice fields have shown that the HD and MHD metrics are reliable methodologies for sea ice
application. Both metrics have demonstrated the best sensitivity and robustness to tested differences and good
assessment skills in realistic applications. HD is sensitive to outliers, which is undesirable for this application since
it tends to inflate dissimilarity between the contours, but this may be a useful property for other applications.

Overall, MHD demonstrates the best response to the tested differences and realistic applications. A further
advantage of MHD (and HD) is the ability to operate on contours or surfaces that have a different number of
points and with no point-to-point correspondence required, unlike RMSD.

Using the sea ice concentration data in addition to the 2-D spatial data makes the 3-D scores more accurate
for most of the tested metrics, since more complete information about verified fields is taken into account.
However, using the third dimension requires special consideration of its appropriate scaling, which is not a trivial task and needs further investigation. Another area that has not been discussed in the study is uncertainty of the model skill estimates.

The study has determined that MHD is a mathematically tractable yet efficient method for model skill assessment and evaluation that has a particular focus on spatial patterns and distribution. It can be effectively applied to objectively evaluate and compare both 2-D and 3-D sea ice characteristics across the models of the Arctic and Antarctic regions. MHD was shown to perform better than the other considered metrics, such as RMSD and AD, and can be easily applied to sea ice model evaluation and assessment. The application of the metric here has been demonstrated on the sea ice concentration fields and can easily be applied to any other sea ice characteristic (e.g., sea ice thickness, distribution of polynyas or melt ponds, ice drift speed). Furthermore, MHD can also be applied to validation of simulated oceanographic fields where both shape and distribution are of importance, for example for river plumes, and oil spill models. It therefore provides an objective and flexible metric that can be utilized both in sea ice and other geophysical applications.
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