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Abstract
This study reports on the analysis of the results from a 20 km grid spacing,
Regional Coupled ocean–atmosphere Model (RCM) integration over the West-
ern Pacific Warm Pool (WP2). The RCM was integrated over a 20-year period
(1986–2005) using reanalysis boundary conditions for the atmosphere and the
ocean. This is a first-of-a-kind study with an RCM at 20 km over the WP2.
The RCM simulation shows reasonable fidelity of the mean state and of the
Madden–Julian Oscillation (MJO). We utilize this successful integration of the
RCM to understand a well-known observed feature of MJOs in the WP2 to be
of the strongest amplitude during the December–March period of the year. Our
analysis of the model integration reveals that the recharge of moist static energy
(MSE) prior to peak MJO convection and its discharge during and after the
convection explains the MJO in the simulation. The recharge/discharge of the
MSE is shown to be largely dictated by horizontal advection, which is stemmed
to a small extent by column-integrated radiative heating and surface evapora-
tion. This balance of forces in the evolution of the MSE anomalies and their
corresponding variations with sea-surface temperature (SST) anomalies at MJO
time-scales in the WP2 is strongest in the December–March period in the RCM
simulation.
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1 INTRODUCTION

The Western Pacific Warm Pool (WP2) assumes signifi-
cance in the general circulation of the atmosphere, given
that it is the host of the ascending branch of the Walker Cir-
culation. Therefore, any variations of the WP2 can poten-
tially result in significant changes in local and remote
climate and weather. The spatial extent of the WP2 is rela-
tively large (30× 106 km2), which is, to give a perspective,
nearly four times the size of Australia (7.69× 106 km2).
The size of WP2 displays considerable variability across

temporal scales (Wyrtki, 1985; Yan et al., 1992; Meinen
and McPhaden, 2000; Kidwell et al., 2017). Many studies
have clearly established that El Niño/Southern Oscillation
(ENSO) is the dominant mode of interannual variability
which is characterized by large changes to the size and vol-
ume of WP2 (Fu et al., 1986; Webster and Lukas, 1992; Yan
et al., 1992; Ho et al., 1995; Meinen and McPhaden, 2000;
Kidwell et al., 2017). The Tropical Ocean–Global Atmo-
sphere Coupled Ocean–Atmosphere Response Experi-
ment (TOGA COARE) analyses revealed that WP2 is char-
acterized by variability of precipitation and cloud, forced
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largely by the Madden–Julian Oscillation (MJO: John-
son, 1995; Zhang, 2005). In fact, Wang and Xie (1998) argue
that the warm pool regime of the WP2, with its moder-
ate mean surface westerlies and the deep thermocline is
conducive to coupled ocean–atmosphere unstable modes
at intraseasonal time-scales. The MJO influence manifests
in a spatial phase relationship between ocean and atmo-
sphere anomalies. For example, many studies indicate that
SST anomalies lead the convective anomalies in WP2 by
a quarter of a cycle (Kawamura, 1988; Nakazawa, 1995;
Zhang, 1996). Similarly, other studies indicate that surface
heat flux variations are driving the SST variations in WP2
on the MJO time-scale, with the former leading the latter
by a quarter of a cycle (Shinoda et al., 1998; Kemball-Cook
and Wang, 2001).

The more recent Cooperative Indian Ocean
Experiment on Intraseasonal Variability (CINDY)/
Dynamics of the MJO (DYNAMO) field experiment over
the equatorial Indian Ocean has revealed a more complex
understanding of the air–sea interaction with the passage
of MJO (Fu et al., 2015; Moum et al., 2016). For example,
Fu et al. (2015) find that the SST feedback to MJO is case
dependent, with some MJO events exhibiting robust SST
anomalies while in other MJO events, the SST anomalies
are not as significant. In contrast, Moum et al. (2016) report
a more robust relationship between SST and MJO over
the equatorial Indian Ocean. Using observations collected
during DYNAMO, Moum et al. (2016) find that the upper
ocean introduces a memory effect into the MJO, whereby
each successive MJO pulse event is modulated in part by
the preceding event. They find that the thermal mixing in
the upper ocean from a particular pulse of the MJO might
affect the amplitude of the following pulse. These dichoto-
mous conclusions also extend to theories of MJO with
one emphasizing the dominance of atmospheric internal
dynamics (e.g. Roundy, 2012; Sobel and Maloney, 2013)
and the other illustrating the dominant role of air–sea cou-
pling (e.g. Lau and Shen, 1988; Wang and Xie, 1998). But
the modelling studies have amplified the contrast of the
MJO mechanisms the most. There are several modelling
studies that suggest that air–sea coupling significantly
improves the various aspects of the MJO observed features
(e.g. its organization, strength, propagation, and quadra-
ture in the precipitation–SST relationship: Krishnamurti
et al., 1992; Woolnough et al., 2000; Pegion and Kirt-
man, 2008). Alternatively, global cloud-resolving models
that are uncoupled to the ocean model also produce
MJO with high fidelity (Miura et al., 2007; Khairoutdinov
et al., 2008; Wang et al., 2015). Fu et al. (2015) suggest that
air–sea coupling plays an important role in the predictabil-
ity of some MJO events while for others it is strongly
controlled by the internal dynamics of the atmosphere.
Recent studies point to the importance of the mean state in

the propagation of the MJO, which follows from the mois-
ture mode theory proposed to explain MJO (Raymond and
Fuchs, 2009; Sobel and Maloney, 2012, 2013; Adames and
Kim, 2016; Wang and Sobel, 2022). These studies suggest
that the horizontal advection of the mean moisture by the
MJO circulation anomalies plays a significant role in the
propagation of the MJO. In fact, Wang and Sobel (2022)
suggest that the background zonal moisture gradient is
critical for the eastward propagation of the MJO in the
tropical Indian and western Pacific Oceans.

In this article, we describe the features of the MJO
over the WP2 from a regional coupled ocean–atmosphere
model simulation after its validation with observations.
This is a first-of-its-kind study where a regional coupled
ocean–atmosphere model is used to study WP2 and its
variability at intraseasonal scales. The regional coupled
ocean–atmosphere simulation of this study reveals some
observed features of the MJO on the WP2, which is fur-
ther analysed to understand MJO. The consistency in the
evolution of the state variables of the atmosphere and the
ocean and thereby in the ocean–atmosphere fluxes in the
regional coupled ocean–atmosphere model simulation of
this study lends itself attractively to conducting a detailed
investigation to understand MJO over WP2. We analyse
the results of our relatively successful model simulation
to understand the seasonal preference of the MJO over
the WP2 region, and its dependence on the co-evolution
of the SST with the overlying atmosphere and contrast
them with the recent findings of MJO simulations in
global models. Furthermore, Kim et al. (2014) also point
to several deficiencies in the rendition of MJO in the cur-
rent and in older versions of the atmospheric reanalysis
datasets. In the following section, we describe the model
and experiment design, followed by the presentation of
results in Section 3 and conclusions in Section 4.

2 MODEL DESCRIPTION AND
EXPERIMENT DESIGN

The regional model is the Regional Spectral Model-
Regional Ocean Modeling System (RSM-ROMS) with RSM
and ROMS being the atmospheric and the oceanic com-
ponents of the model, respectively. RSM-ROMS has been
adopted for many climate studies across tropical and sub-
tropical latitudes (e.g. Li et al., 2014; Misra et al., 2018). The
origin of RSM stems from Juang and Kanamitsu (1994)
and Juang et al. (1997), and that of ROMS is Haidvogel
et al. (2000) and Shchepetkin and McWilliams (2005). Ever
since, both models have undergone changes and the ver-
sion utilized in this study is described in greater detail in
Misra and Jayasankar (2022). In Table S1 we have briefly
outlined the physics of RSM and ROMS used in this study.
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MISRA and JAYASANKAR 3

The simulation is conducted from 1 January 1986
through to 31 December 2005 for a period of 20 years at
20 km grid spacing for both RSM and ROMS. The domain
of RSM-ROMS integration is from 29.06◦S to 28.59◦N,
and from 112.1◦E to 204.2◦E. RSM and ROMS share
identical grids. The lateral boundary conditions are from
National Centers for Environmental Prediction/Depart-
ment of the Environment (NCEP-DOE) reanalysis (R2:
Kanamitsu et al., 2002) for RSM and Simple Ocean Data
Assimilation v2.2.4 (SODA: Carton and Giese, 2008) for
ROMS. The lateral boundary conditions for the atmo-
sphere are at 6-hourly intervals while that for the ocean
is at monthly intervals. The air–sea coupling interval is
60 min, with the time step for RSM and ROMS at one
and 5 min, respectively. The RSM-ROMS simulation is
verified with observed rainfall from the National Aero-
nautics and Space Administration’s (NASA’s) Integrated
Multi-Satellite Retrievals for Global Precipitation Mission
version 6 (IMERG) rainfall dataset (Huffman et al., 2019)
and SST Optimally Interpolated SST v2 (OISST: Reynolds
et al., 2007). Additionally, we also use fifth-generation
European Centre for Medium-Range Weather Fore-
casts (ERA-5) atmospheric reanalysis datasets (Hersbach
et al., 2020) to verify upper-air variables. It may be noted
that the comparative differences between the model simu-
lation and the corresponding observations are conducted
on the observation grid. Since the focus of the study is on
MJO we mostly examine the October through to March
(ONDJFM) period of the year, which includes the primary
peak season of MJO (December–March [DJFM]) in WP2
(Zhang, 2005). However, since we are investigating the
seasonal preference of MJO over WP2 we also examine
other months of the year in some of our analyses.

To isolate the intraseasonal variability of the MJO,
we followed the methodology of a variant of the
Multi-dimensional Ensemble Empirical Mode Decom-
position following Wu et al. (2009). This methodology is
described below:

A dataset like Y (t,s) that varies in space (s) and time (t)
can be decomposed into m modes of empirical orthogonal
functions (EOFs) as:

Y (t, s) =
K∑

m
em(s)pm(t), (1)

where em and pm are EOFs and principal components
(PCs). In the case of precipitation and outgoing long-wave
radiation (OLR), we choose to retain the first 50 (=K)
PCs as the variance explained by successive EOFs began
to asymptote (Figure 1). However, precipitation is never
a good variable to conduct spatio-temporal analysis given
the discontinuous nature of precipitation. Therefore, any
analysis technique applied to such variables is likely to

F I G U R E 1 The percentage variance explained by the first 50
principal components of precipitation from regional spectral
model-regional ocean modelling system (RSM-ROMS) simulation
and IMERG observations, and outgoing long-wave radiation (OLR)
from the RSM-ROMS simulation. [Colour figure can be viewed at
wileyonlinelibrary.com]

produce far less variance than other comparatively con-
tinuous variables (e.g. OLR). For instance, the variance
explained by the first 50 PCs of OLR is more than three
times that of precipitation in the RSM-ROMS simulation
(Figure 1). But precipitation is far better observed (spatially
and temporally) than most other variables, especially with
the advent of IMERG rainfall from NASA’s Global Precipi-
tation Measurement mission (GPM: Huffman et al., 2019).
Therefore, from a verification standpoint, precipitation is a
more attractive variable to describe in a model simulation.

We then conduct an Ensemble Empirical Mode
Decomposition (EEMD: Wu and Huang, 2009) on the first
50 PCs. EEMD is a data adaptive signal processing tech-
nique, where it decomposes the time series into complete
sets of near-orthogonal components called Intrinsic Mode
Functions (IMFs). A sample of the two intraseasonal IMFs
(5 and 6) for PCs 1, 10, 20, 30, 40 and 50 are shown in
Figure S1 for illustration.

We then use these intraseasonal IMFs of the PCs to
obtain the intraseasonal anomalies (Y ′(t, s)) as:

Y ′(t, s) =
K∑

m=1
em(s)pf

m(t), (2)

where, pf
m(t) = IMF5

m(t) + IMF6
m(t).
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4 MISRA and JAYASANKAR

F I G U R E 2 The monthly mean climatological precipitation (mm⋅day−1) from (a–f) IMERG, (g–l) regional spectral model-regional
ocean modelling system (RSM-ROMS), and (m–r) the corresponding systematic errors of RSM-ROMS (model−IMERG) for (a,g,m) October,
(b,h,n) November, (c,i,o) December, (d,j,p) January, (e,k,q) February, (f,l,r) March. Only statistically significant values at 99% two-tailed t-test
are shaded in (m–r). (s) Taylor diagram of the 20-year climatology of October–March mean from RSM-ROMS simulation for precipitation
(Rainfall), mean-sea-level pressure (MSLP), SST, zonal wind at 850 hPa (u850) and at 200 hPa (u200), meridional wind at 850 hPa (v850) and
at 200 hPa (v200), for the regional domain. Here, IMERG, OISSTv2 and ERA5 are used as the reference dataset for precipitation, SST, the
upper-air variables and MSLP, respectively. The values of the pattern correlation coefficient along the arc and the ratio of the standardized
variances of the model to observations along the x- and y-axes are plotted in the Taylor diagram. [Colour figure can be viewed at
wileyonlinelibrary.com]

3 RESULTS

3.1 Monthly climatology

In Figure 2 the monthly mean climatology of rain-
fall from October through to March is verified. The
observations show the gradual evolution of the South

Pacific Convergence Zone (SPCZ) and the correspond-
ing weakening of the intertropical convergence zone
(ITCZ) just north of the Equator from October through
to February (Figure 2a–e). In March, the SPCZ begins to
weaken and the ITCZ begins to strengthen (Figure 2f). The
equatorial dry tongue (rainfall<1 mm⋅day−1) is prominent
in the October–December period (Figure 2a–c), which
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MISRA and JAYASANKAR 5

becomes wetter in the subsequent months (Figure 2d–f).
The IMERG observations in February (Figure 2e) and
March (Figure 2f) suggest the merger of the SPCZ and the
ITCZ that pinches off the dry cold tongue region. In the
RSM-ROMS simulation, the SPCZ is more zonal and the
intensity of both ITCZ and the SPCZ is underestimated
(Figure 2g–l and Figure 2m–r). This tendency of a zonal
SPCZ is a long-standing issue with global models that con-
tinues to persist even now (Bellenger et al., 2014; Grose
et al., 2014; Dutheil et al., 2019). The dry tongue over
the equatorial Pacific Ocean is prevalent from October
through to December (Figure 2g–i) in the RSM-ROMS
simulation but disappears thereafter (Figure 2j–l) like in
observations (Figure 2d–f). However, the pattern corre-
lation coefficient (PCC) of rainfall between RSM-ROMS
and IMERG rainfall during ONDJFM is reasonably high
(0.66 in Figure 2s). Similarly, the spatial variability of
rainfall in RSM-ROMS (represented by the ratio of stan-
dard deviation between that of the model to observation)
suggests it is comparable to IMERG (Figure 2s). These
quantitative measures of the fidelity of the mean precipi-
tation of RSM-ROMS is complimentary to the systematic
bias exhibited in Figure 2m–r. Despite the relatively large
dry bias over the SPCZ (Figure 2m–r) the comparably
high PCC and the comparable variance of the mean pre-
cipitation between RSM-ROMS and IMERG, reflect that
the large-scale pattern of precipitation and its spatial gra-
dients are well captured in the domain. Other upper-air
variables such as zonal wind at 850, 200 hPa, and MSLP
also show similar spatial variability as ERA5 with PCC
above 0.98 (Figure 2s). The meridional winds at 850 and
200 hPa display slightly lower spatial correlations of 0.65
and 0.83 and normalized standard deviations of 1.1 and
0.85, respectively (Figure 2s).

In Figure 3, the warm bias of the RSM-ROMS over
WP2 is most evident. But the observed monthly evolu-
tion of the WP2 with the warmest SST shifting from the
north to the south of the Equator from October to March
(Figure 3a–f) is reasonably well captured in RSM-ROMS
(Figure 3g–l). Furthermore, the structure of the WP2 with
its horseshoe shape is evident in October and November
and its disappearance later in the season is also rep-
resented in the RSM-ROMS simulation (Figure 3g–i).
The warm bias in the simulation is most extensive and
largest in October (Figure 3m) and is least in December
(Figure 3o). This pattern of SST bias (Figure 3m–r) is quite
consistent with the dry bias of rainfall in Figure 2m–r,
which suggests the potential feedback between the two.
The dry bias leads to clearer skies, weaker winds, higher
downwelling short-wave flux, less mixing, and higher
stratification in the upper ocean (not shown) that feed into
warming the SSTs further, although the chain of events is
not related as linearly as described. However, the spatial

root-mean-square error between the observed SST and
RSM-ROMS is comparably small at 0.63◦C. The PCC of
SST is 0.95 and the normalized standard deviation is 1.33,
which yet again suggests that the RSM-ROMS simulation
can pick the large-scale structure and spatial variability of
SST reasonably well despite the warm bias.

3.2 Features of MJO in RSM-ROMS

The climatological monthly variance of precipitation
at the MJO time-scales (20–90 days) for the six months
October through to March from IMERG and RSM-ROMS
are shown in Figure 4. The seasonal cycle of the intrasea-
sonal time-scale in IMERG is clearly apparent in Figure 4a
with the intraseasonal variance growing from October in
the SPCZ region before it begins to diminish in March
(Figure 4a). The RSM-ROMS simulation at least qualita-
tively shows a similar seasonal cycle, albeit with weaker
variance (Figure 4b). Furthermore, the intraseasonal vari-
ability is significantly underestimated in the simulation
around the equatorial region and north of it. The corre-
sponding monthly intraseasonal variance of OLR from
the RSM-ROMS simulation also shows a similar seasonal
cycle feature (Figure S2) with the exception that the arid
region of Australia also exhibits large variance in intrasea-
sonal OLR, driven likely by variations in precipitable
water (not shown).

The corresponding climatological monthly intrasea-
sonal variance of SST from the RSM-ROMS simulation is
shown in Figure 5. The SST intraseasonal variance also
shows a similar feature as precipitation and OLR with
maximum variance in the months of December, January
and February in the SPCZ region. However, note that the
region of maximum intraseasonal variance of SST from
the RSM-ROMS simulation (Figure 5) does not coincide
with the region of maximum intraseasonal variance of
either precipitation (Figure 4b) or OLR (Figure S2). In fact,
the intraseasonal variance of precipitation in Figure 4b is
equatorward to the maximum SST variance in Figure 5.
This is understandable given that the intraseasonal vari-
ance of precipitation aligns with warmer absolute values of
SSTs in the simulation. Several studies have suggested the
role of the intraseasonal SST anomalies in preconditioning
the environment from increased fluxes and moistening
the lower troposphere prior to peak convection (Sobel and
Gildor, 2003; Stephens et al., 2004; DeMott et al., 2016). The
SST anomalies at the MJO time-scale in the WP2 region
are of the order of 0.1◦C in the simulation in the months
of December, January, February and March (Figure 5).

To examine the propagation features of MJO we
regressed the intraseasonal anomalies of precipitation
on the corresponding area-averaged anomalies over
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6 MISRA and JAYASANKAR

F I G U R E 3 The monthly mean climatological SST (◦C) from (a–f) OISSTv2, (g–l) regional spectral model-regional ocean modelling
system (RSM-ROMS), and (m–r) the corresponding systematic errors of RSM-ROMS (model−OISSTv2) for (a,g,m) October, (b,h,n)
November, (c,i,o) December, (d,j,p) January, (e,k,q) February, (f,l,r) March. Only statistically significant values at 99% two-tailed t-test are
shaded in (m–r). [Colour figure can be viewed at wileyonlinelibrary.com]

140◦E–160◦E and 15◦S–5◦S (from here on referred to as
WP2 and outlined in the first panels of Figures 4a,b and 5)
at different lead/lags between−30 and+30 days (Figure 6).

The domain of WP2 was so chosen because the longitude
span of WP2 coincides with earlier observational stud-
ies on WP2, which was dictated by their use of the data
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MISRA and JAYASANKAR 7

F I G U R E 4 The climatological monthly mean intraseasonal (20–90 days) variance of precipitation anomalies (mm2⋅day−2) from (a)
IMERG and (b) regional spectral model-regional ocean modelling system (RSM-ROMS) simulation. The domain of WP2 (140◦E–160◦E and
15◦S–5◦S) is outlined in the first panels of (a,b). [Colour figure can be viewed at wileyonlinelibrary.com]

F I G U R E 5 The
climatological monthly mean
intraseasonal (20–90 days) variance
of SST anomalies from the regional
spectral model-regional ocean
modelling system (RSM-ROMS)
simulation from the October to
March period. The domain of WP2
(140◦E–160◦E and 15◦S–5◦S) is
outlined in the first panel. [Colour
figure can be viewed at
wileyonlinelibrary.com]

from the TOGA COARE site (e.g. Stephens et al., 2004;
Inoue and Back, 2015) and the latitude span partially cap-
tures the region with high MJO variance of precipitation
in both observations (Figure 4a) and model simulation
(Figure 4b). Furthermore, the features of MJO shown later
in this article are more robust further east of this chosen
domain (not shown). The IMERG observations indicate
a gradual eastward propagation of the anomalies through
the 60 days (Figure 6a). Similar eastward propagation of
the anomalies is observed in the RSM-ROMS simulation
(Figure 6b). The amplitudes of the MJO over WP2 diag-
nosed from RSM-ROMS and IMERG observations are
comparable, and are 2.54± 0.17 and 2.49± 0.11 mm⋅day−1,
respectively. However, the simulation underestimates the
anomalies across the equatorial region relative to IMERG.
The comparison with the corresponding propagation of
the OLR anomalies in Figure S3a from the RSM-ROMS
simulation is strikingly similar, which further confirms the
consistency of the MJO-filtered features of precipitation

in the simulation despite the comparatively less variance
explained by the isolated PCs as shown in Figure 1.

To further illustrate the zonal propagation, a
Hovmüller diagram is constructed in Figure 7, which
shows the regression of the intraseasonal anomalies,
latitudinally averaged between 15◦S and 5◦S on the
corresponding area-averaged anomalies over WP2. In
comparing Figure 7a,b, we clearly see the robust and
comparable zonal propagation of precipitation both in
IMERG and RSM-ROMS simulation, respectively. The
RSM-ROMS simulation (Figure 7b) however suggests a
slight weakening of the anomalies of precipitation east of
170◦E relative to IMERG (Figure 7a). The phase speeds
of MJO determined following Chen and Wang (2018) are
5.6 and 5.4 m⋅s−1 in Figure 7a,b, respectively. The sim-
ilarity of Figure 7b with the corresponding Hovmüller
diagram of OLR anomalies from the RSM-ROMS simula-
tion in Figure S3b, further confirms the diagnosis of the
zonal propagation of the MJO anomalies of precipitation.
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8 MISRA and JAYASANKAR

F I G U R E 6 The regression of the intraseasonal (20–90 days) precipitation anomalies on the corresponding area-averaged intraseasonal
precipitation anomalies over WP2 (140◦ E–160◦ E and 15◦S–5◦S; outlined in the first panel of Figures 3 and 4) from (a) IMERG and (b) regional
spectral model-regional ocean modelling system (RSM-ROMS) simulation. The lead/lag in days is shown in the top-right corner of each panel
with negative and positive days suggesting lead and lag with respect to the area-averaged anomalies. The hatched regions show statistically
significant regions at 95% confidence interval according to the t-test. The amplitude (Amp, mm⋅day−1) of the intraseasonal anomalies of
precipitation with its standard error over WP2 is indicated at the bottom of each panel. [Colour figure can be viewed at wileyonlinelibrary.com]

Similarly, Figure 7c shows the zonal propagation of the
intraseasonal SST anomalies from the RSM-ROMS sim-
ulation with amplitude over WP2 being 0.1◦C and a
phase speed of 2.5 m⋅s−1, which shows a comparably
weak eastward propagation and a much stronger standing
oscillation between the longitudes of 140◦E and 160◦E.

Recently, Kim et al. (2019) reported that most oper-
ational climate models suffer from grave mean biases in
the WP2 region that results in underestimation of MJO
amplitude, weak eastward propagation, and struggle
to predict the MJO propagation through the Maritime
Continent (MC). For example, Kim et al. (2019) report
that the operational climate models in the Subseasonal
Experiment (SubX) and Subseasonal to Seasonal (S2S)
repositories fail to predict the propagation of MJO con-
vection beyond 10 days owing to dry bias in the lower
troposphere that hinders the horizontal moisture advec-
tion east of the MJO convective anomaly. On the other
hand, Ahn et al. (2020) indicate that CMIP6 models simu-
late the MJO propagation across the MC more realistically
than the CMIP5 models. They find this improvement
is a result of improved horizontal moisture advection
from the more realistic simulations of the horizontal
mean-state moisture gradients around the MC. In light

of these findings, the MJO simulation in RSM-ROMS is
relatively encouraging. Additionally, many other studies
indicate global models with reasonable MJO simula-
tion have a relatively poorer fidelity of the mean state
(Hannah and Maloney, 2011; Chen and Mapes, 2018;
Ahn et al., 2019). Therefore, simulating the features of
MJO rainfall anomalies amidst a reasonable simulation
of the mean state is a stiff challenge for any numerical
climate model.

To further illustrate this amplitude modulation of the
MJO across seasons, we show in Figure S4 the time evolu-
tion of the intraseasonal precipitation anomalies averaged
over WP2 for each year from 2001 to 2020 and 1986 to 2005
from IMERG and RSM-ROMS simulation, respectively. It
is clear from both the observations and the simulation that
December–January–February–March (DJFM) is the peak
season for the intraseasonal anomalies in the WP2 region
when its amplitude is the largest in the year. Le et al. (2021)
find from the analysis of the twentieth-century simula-
tions of the CMIP6 models that they seem to reasonably
capture the MJO propagation speed but significantly
underestimate their amplitude, thereby undermining
its contribution to intraseasonal precipitation variability
over the Maritime Continent region. There are however
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MISRA and JAYASANKAR 9

F I G U R E 7 The regression of the intraseasonal (a,b) precipitation (mm⋅day−1) and (c) SST anomalies averaged between 15◦S and 5◦S
on the corresponding area-averaged intraseasonal (20–90 days) precipitation anomalies over WP2 (140◦E–160◦E and 15◦S–5◦S) from (a)
IMERG and (b,c) regional spectral model-regional ocean modelling system (RSM-ROMS) simulation. The negative and positive days along
the ordinate suggest lead and lag with respect to the area-averaged anomalies. The hatched regions show statistically significant regions at
95% confidence interval according to the t-test. The phase speed (Speed, m⋅s−1) of the intraseasonal anomalies over WP2 are indicated at the
bottom of each panel. [Colour figure can be viewed at wileyonlinelibrary.com]

some exceptions in the RSM-ROMS simulation with years
1999–2000, 2003–2004 and 2004–2005 when there is a
comparably large amplitude anomaly in November. Fur-
thermore, Figure S4 shows both in observations and in the
RSM-ROMS simulation that the successive pulses of MJO
precipitation anomalies have no apparent relation to each
other as noted over the Indian Ocean (Moum et al., 2016).
For example, the relatively large or low amplitude MJO
in the DJFM season in any given year has no systematic

precedence and succession of low or high amplitude MJO
anomalies (Figure S4), respectively.

3.3 Moist static energy and surface
fluxes

An emerging consensus on the MJO dynamics is
the recharge–discharge theory, in which moist static
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10 MISRA and JAYASANKAR

F I G U R E 8 The lead–lag
correlation between Madden–Julian
Oscillation (MJO) anomalies of (a)
precipitation (P′) and precipitable
water (PW′), (b) P′ and surface
evaporation (E′), (c) P′ and
column-integrated radiative heating
(Q′

R), (d) P′ and MSE′, and (e) P′

and SST′ from the regional spectral
model-regional ocean modelling
system (RSM-ROMS) simulation for
the four seasons of austral autumn
(April–May), austral winter
(June–July–August), austral spring
(September–October–November),
and austral summer (December–
January–February–March). The
horizontal long dashed lines
indicate the 90% confidence interval
according to the t-test. The negative
and positive lags indicate the first
variable (P′) is lagging and leading
the second variable indicated in the
panel, respectively. [Colour figure
can be viewed at
wileyonlinelibrary.com]

energy (MSE) gradually builds up before the MJO
precipitation peaks, which is then subsequently dis-
charged during and after the convection (Hendon and
Liebmann, 1990; Bladé and Hartmann, 1993; Mal-
oney and Hartmann, 2001; Sobel and Gildor, 2003;
Kiladis et al., 2005). Inoue and Back (2015) using the
TOGA-COARE datasets show a recharge–discharge
mechanism of MSE in the atmospheric column for the
maintenance of the MJO. This mechanism refers to the
import of MSE via low-level horizontal advection (which
becomes more dominating as time-scales increase from
the mesoscale to the intraseasonal scales) that amplifies
the convection at MJO time-scales. At shorter time-scales
(<10 days), Inoue and Back (2015) show that the vertical
advection of MSE is dominating the MSE budget. Further-
more, the variability of the column MSE in the tropics is
dictated by the corresponding changes in the precipitable

water, which is tightly coupled to the precipitation anoma-
lies owing to the weak temperature gradient in the tropics
(Yasunaga and Mapes, 2012; Sobel et al., 2014).

In Figure 8a–e we show the correlations of fil-
tered MJO precipitation anomalies with corresponding
precipitable water, local evaporation, atmospheric radia-
tive heating, MSE, and SST anomalies, respectively,
across the four seasons of austral autumn (April–May),
austral winter (June–July–August), austral spring
(September–October–November), and austral summer
(DJFM) from the RSM-ROMS simulation.

The relationship between precipitation and pre-
cipitable water is consistent across the seasons with
precipitation and precipitable water having the highest
positive correlation at zero lag (Figure 8a), which sug-
gests that precipitation and precipitable water anomalies
are tightly coupled in the simulation as noted in earlier
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MISRA and JAYASANKAR 11

F I G U R E 9 The lead–lag
correlation between MJO anomalies
of (a) SST′ and surface evaporation
(E′), (b) SST′ and precipitable water
(PW′), (c) SST′ and
column-integrated radiative heating
(Q′

R), and (d) SST′ and MSE′ from
the RSM-ROMS simulation for the
four seasons of austral autumn
(April–May), austral winter
(June–July–August), austral spring
(September–October–November),
and austral summer (December–
January–February–March). The
horizontal long dashed lines
indicate the 90% confidence interval
according to the t-test. The negative
and positive lags indicate the first
variable (SST) is lagging and leading
the second variable indicated in the
panel, respectively. [Colour figure
can be viewed at
wileyonlinelibrary.com]

observational studies. Similarly, the filtered anomalies of
precipitation and local evaporation at MJO time-scales
are coupled strongly at zero lag except in the austral win-
ter, when the relationship is insignificant (Figure 8b).
The corresponding correlations of precipitation with
column-integrated radiative heating in Figure 8c also show
they are in phase across seasons at zero lag with slight vari-
ations. For example, in the austral winter, the correlations
are much weaker than in the rest of the year (Figure 8c).

Figure 8d indicates that the MSE leads precipitation, by
about 10 days during the DJFM (austral summer) season
while in the austral winter, MSE is lagging precipitation
by a few days. In the spring season, they are in phase,
and in the autumn the relationship is weak (Figure 8d).
The correlations of the precipitation and MSE anoma-
lies in DJFM in Figure 8d are arguably weak and barely
reach statistical significance. The lead/lag relationship of
precipitation anomalies with SST anomalies in Figure 8e
reveals that in the RSM-ROMS simulation, the SST warms
15 days prior to peak convection and then cools in about
12–15 days post-convection, consistent with observations
(Stephens et al., 2004).

The lead/lag relationships of SST anomalies at the MJO
time-scale over WP2 with corresponding anomalies of

surface evaporation, precipitable water, column-integrated
radiative heating, and MSE anomalies from the
RSM-ROMS simulation are illustrated in Figure 9a–d,
respectively. These figures suggest a robust relationship,
wherein surface evaporation (Figure 9a), moistening of
the air column (Figure 9b), column-integrated radiative
heating (Figure 9c), and MSE (Figure 9d) lead the SST
between ∼10 and 15 days. In other words, Figure 9 sug-
gests that in the simulation as wind-driven evaporation
picks up, SST drops, the air column moistens, radiative
heating and MSE builds before peak convection occurs
and then the discharge of MSE begins with associated
drying of the column, radiative cooling from relatively
clear skies, and gradual warming of the SST. It is inter-
esting to note in Figure 9 that the austral summer season
shows the strongest relationship of SST anomalies with
the anomalies of all the variables in the year except with
MSE. Furthermore, the lead between the build-up of MSE
and SST anomalies is shortest in the austral summer sea-
son (Figure 9d). But it may be noted that the correlations
in the DJFM season between MSE and SST anomalies are
less robust than in other seasons (Figure 9d).

Inoue and Back (2015) argue that the analysis of the
MSE of the atmospheric column will provide a better
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12 MISRA and JAYASANKAR

understanding of the amplification and decay of convec-
tion. To show this, we computed the MSE budget over the
region 15◦S–5◦S and 140◦E–160◦E from the RSM-ROMS
simulation. The MSE budget equation is given as:

𝜕 < Γm >

𝜕t
= −∇. < ΓmV > +EF + QR. (3)

In Equation (3), the angular brackets represent verti-
cal integration, Γm is the MSE, V is the three-dimensional
winds, EF is enthalpy (=sensible+ latent) or surface heat
fluxes, and QR is the column-integrated net radiative
heating (obtained as the difference in the radiative flux
between the bottom and the top of the atmosphere). For
the MJO time-scales, Equation (1) can be filtered at the
20–90 days time-scale (′) to rewrite the equation as:

𝜕 < Γm>
′

𝜕t
= −∇. < ΓmV>

′ + EF′ + Q′
R. (4)

We further area-average the budget terms in
Equation (4) over the WP2 region. The divergent flux of
the MSE can be further broken down into horizontal and
vertical advection terms:

∇. < ΓmV>

′ =< Γm.∇VH>
′+ < Γm

𝜕𝜔

𝜕p
>

′
. (5)

The divergent flux term in Equation (4) is computed
as a residual and in Equation (5) the horizontal advection
term is computed as a residual of the difference between
the divergent flux of MSE and the vertical advection of
MSE.

In Figure 10, we show the lead/lag relationship of
each of these forcing terms in Equation (4) with the time
tendency of the anomalous MSE ( 𝜕<Γm>

′

𝜕t
). But to begin

with, the lead/lag correlation of precipitation with 𝜕<Γm>
′

𝜕t
is shown in Figure 10a. Kiranmayi and Maloney (2011)
indicate that in the tropical Indian and western Pacific
Ocean, anomalous precipitation and the tendency of MSE
are in quadrature, with the peak in tendency field leading
the former. Figure 10a shows the austral summer season
exception to the quadrature relation with the correlations
being strongest between precipitation and the tendency
of MSE close to lag zero. Furthermore, Figure 10a sug-
gests the build-up of MSE prior to the precipitation peak
(recharge phase) and its attenuation at and after the peak
(discharge phase). In the austral winter and spring sea-
sons this relationship exists albeit slightly weaker and at
shorter lead/lag times, while the austral autumn season
exhibits the weakest relationship. The rest of the pan-
els in Figure 10 show the relationship of the tendency
of the anomalous MSE with the rest of the forcing terms
in Equations 4 and 5. In Figure 10b–f we prefer to show

the regression of the forcing terms on the tendency of
MSE so that the relative magnitude of the forcing terms
can be gauged. Figure 10b shows that the tendency of
anomalous MSE is dominated by the divergent flux term
of MSE and they are in phase. This divergent flux of
MSE is further dominated by the horizontal advection of
MSE (Figure 10c) and less so by the vertical advection of
MSE (Figure 10d) as was noted in other modelling and
observational studies (Maloney, 2009; Maloney et al., 2010;
Kiranmayi and Maloney, 2011; Inoue and Back, 2015).
However, the near lack of relationship with the vertical
advection of anomalous MSE is likely a notable bias of the
model simulation given their acknowledged importance in
other studies (Haertel et al., 2008; Inoue and Back, 2015;
Adames and Kim, 2016; Adames and Maloney, 2021). Fur-
thermore, as noted in Maloney (2009), computing the
advection terms from model output is different from the
way it is done in the model dynamical core which often
results in large residuals. Nonetheless, Figure 10c sug-
gests that the recharge and discharge of MSE at pre- and
post-MJO convection in the RSM-ROMS is to a large part
accounted for by the horizontal advection of MSE, respec-
tively. Furthermore, this is true across all seasons. The
lead/lag relationship between the tendency of anomalous
MSE and enthalpy fluxes (Figure 10e) shows that the for-
mer lags the latter by a few days. Figure 10e suggests that
anomalous enthalpy fluxes slow the recharge/discharge
of MSE, but this effect is weakest in the austral sum-
mer season. Similarly, column-integrated radiative heating
also has a similar relationship with the MSE tendency
(Figure 10f), suggesting the slowing of recharge/discharge
of the MSE as MJO evolves. This is consistent with ear-
lier studies (Maloney, 2009; Kiranmayi and Maloney, 2011;
Inoue and Back, 2015).

The weakened relationship of MSE anomalies with
SST anomalies in the DJFM season (Figure 9d) could be
explained by the dominance of the horizontal advection
of moisture in the model and the counteracting role of
surface evaporation anomalies engendered by the corre-
sponding SST anomalies on MSE. From Figure 9a–c, we
noted that in the austral summer season, the RSM-ROMS
simulation displayed the strongest relationship of SST
anomalies with corresponding anomalies of surface
evaporation, precipitable water, and column-integrated
radiative heating, respectively. This sets up a rather unique
weaker relationship between MSE and SST anomalies at
the MJO time-scale relative to other seasons (Figure 9d)
as these forcing terms counteract the horizontal advection
of MSE more strongly in the austral summer season. Fur-
thermore, with relatively cooler SSTs in other parts of the
year, the observed seasonal preference of the MJO for the
austral summer season is well simulated in RSM-ROMS
simulation.
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MISRA and JAYASANKAR 13

F I G U R E 10 The lead–lag
correlation between (a) precipitation
and the tendency of moist static
energy (MSE) anomalies at
Madden–Julian Oscillation (MJO)
time-scales. The regression of
vertically integrated MJO anomalies
of (b) divergent flux of MSE, (c)
horizontal advection of MSE, (d)
vertical advection of MSE, (e)
enthalpy fluxes, and (f)
column-integrated radiative heating
on vertically integrated MJO
anomalies of the tendency of MSE
from the regional spectral
model-regional ocean modelling
system (RSM-ROMS) simulation for
the four seasons of austral autumn
(April–May), austral winter
(June–July–August), austral spring
(September–October–November),
and austral summer (December–
January–February–March). The
horizontal long dashed lines in (a)
indicate the 90% confidence interval
according to the t-test. The negative
and positive lags indicate the first
variable (P′ in [a] and the tendency
of MSE′ in [d–f]) are lagging and
leading the second variable
indicated in the panel, respectively.
[Colour figure can be viewed at
wileyonlinelibrary.com]

4 CONCLUSIONS

In this study, we have analysed the results of an
RSM-ROMS over the WP2 region. The RSM-ROMS was
integrated with 20 km grid spacing for both the atmo-
spheric and the oceanic components of the model over a
20-year period from 1986 to 2005. It is a first-of-its-kind
study over the WP2 conducted with a regionally coupled
ocean–atmosphere model.

The simulation verifies reasonably with observations
of precipitation and SST. The spatial gradients and the
variability of the mean state of precipitation, SST, and
upper-air variables are found to be reasonable in the
RSM-ROMS simulation relative to observations. The

verification of the RSM-ROMS simulation highlights the
simulation of the dry equatorial Pacific tongue between
the ITCZ and the SPCZ. However, there is a dry bias over
the SPCZ region that also stems from the near-zonal ori-
entation of the SPCZ in RSM-ROMS as opposed to the
northwest–southeast tilt in the observations. The SST sim-
ulation in RSM-ROMS produces the distinct WP2 with the
cold equatorial Pacific tongue. However, the RSM-ROMS
produces a warm bias over the WP2.

Despite some of these mean biases the MJO sim-
ulation in the RSM-ROMS is encouraging. The phase
composite diagrams of the 20–90 days MJO anomalies
largely conform to observational features relating to its
eastward propagation characteristics. The MJO variability
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14 MISRA and JAYASANKAR

of precipitation is, however, relatively weaker along the
equatorial Pacific and north of it in the RSM-ROMS sim-
ulation compared to the observed estimates. Nonetheless,
the unique observed pattern of MJOs peaking in austral
winter over the WP2 region (140◦E–160◦E and 15◦S–5◦S)
is nearly replicated in the RSM-ROMS simulation.

Our analysis to understand this unique pattern of MJO
over the WP2 region suggests that the recharge–discharge
paradigm for MJO is uniquely at play during the aus-
tral summer in the coupled model simulation, engen-
dered by the warm SSTs and its MJO variability. In
this recharge–discharge mechanism, the MSE at the
MJO time-scales is built prior to the peak MJO convec-
tion and is discharged after, primarily by the horizon-
tal advection of the MSE at the MJO time-scales in the
RSM-ROMS simulation. The discharge of the MSE by
horizontal advection is stemmed to some extent from
column-integrated radiative heating and enthalpy fluxes at
these MJO time-scales, which is supported by the associ-
ated SST anomalies. In other seasons, the relationship of
MJO anomalies of surface evaporation, precipitable water,
and column-integrated radiative heating with correspond-
ing anomalies of SST are slightly weaker, which further
tightens the seasonal relationship between MSE and SST
in the simulation. But with relatively cooler SSTs in other
parts of the year, the observed seasonal preference of the
MJO for the austral summer season is well simulated in the
RSM-ROMS simulation. Therefore, given these seasonal
features of the MJO, the role of the co-evolution of SST and
the overlying atmosphere enabled by the air–sea coupling
feature of the RSM-ROMS cannot be understated.

This modelling study is one of the many recent stud-
ies that test the fidelity of the model to MJO simula-
tion/prediction (e.g. Kim et al., 2019; Richter et al., 2022;
Rushley et al., 2022; Xiang et al., 2022). In some of
these studies, it was found that many current opera-
tional models underestimate the MJO propagation beyond
10 days, MJO amplitude is underestimated, and the hor-
izontal moisture advection on MJO time-scales is under-
estimated owing to dry bias. Some of these biases are
less pronounced in the RSM-ROMS simulation but they
remain. As Kim et al. (2014) point out, the R2 reanal-
ysis has several deficiencies like its wet mean bias, the
intraseasonal variability of precipitation is too strong
with a significantly higher power in the n= 1 equato-
rial Rossby wave, the mixed Rossby–gravity wave, and the
antisymmetric MJO compared to observations. Some of
these limitations of the R2 reanalysis have an impact on
the mean bias in RSM-ROMS, which is still admittedly
grave and we are currently working on some sensitiv-
ity studies with model parametrizations to reduce these
errors.
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Table S1: A brief outline of RSM-ROMS 15 

Atmospheric Model (RSM)  Reference 
28 vertical terrain following sigma levels with double sine-cosine series 

with wall boundary conditions as basis functions for horizontal 

discretization  

Juang and Kanamitsu (1994) 

Gravity wave drag Alpert et al. (1988) 

Longwave radiation Chou et al. (1999) 

Shortwave radiation Chou and Lee (1996) 

Land Model Ek et al. (2003) 

Boundary layer Hong and Pan (1996) 

Deep convection Moorthi and Suarez (1992) 

Clouds  Zhao and Carr (1997) 

Ocean Model (ROMS) 

30 vertical sigma levels on horizontal staggered Arakawa-C grid (Haidvogel et al. 2000; 

Shchepetkin and McWilliams 

2005) 

Boundary layer formulation K-profile (Large et al. 1994) 

Mixing scheme  Mellor and Yamada (1982); 

Umlauf and Burchard (2003) 

  16 
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 18 
Figure S1: An illustration of the time series of six sample PCs (1, 20, 30, 40, and 50) amongst the 19 
first 50 retained PCs of precipitation from the RSM-ROMS simulation and the corresponding 20 
intraseasonal IMFs obtained by conducting EEMD. The time series is shown for the period 21 
0000UTC 01 October 2001 to 0000UTC 31 March 2002. The ordinate on the left represents the 22 
amplitude of the PC and the amplitude of the IMFs is shown on the right. 23 
 24 
 25 
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 26 
Figure S2: The climatological monthly mean intraseasonal (20-90 days) variance of OLR 27 
anomalies from the RSM-ROMS simulation. 28 
 29 
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 30 
Figure S3: a) The regression of the intraseasonal OLR anomalies on the corresponding area 31 
averaged intraseasonal OLR  anomalies over WP2 (140°E-160°E and 15°S-5°S) from RSM-32 
ROMS simulation. The lead/lag in days are shown in the top right corner of each panel with 33 
negative and positive days suggesting lead and lag with respect to the area averaged anomalies. 34 
The hatched regions show statistically significant regions at 95% confidence interval according to 35 
t-test. b) The regression of the intraseasonal OLR anomalies averaged between 15°S and 5°S on 36 
the corresponding area averaged intraseasonal precipitation anomalies over WP2 from RSM-37 
ROMS simulation. The negative and positive days along the ordinate suggest lead and lag with 38 
respect to the area averaged anomalies. The hatched regions show statistically significant regions 39 
at 95% confidence interval according to t-test. The amplitude (Amp) and phase speed (Speed) of 40 
the intraseasonal OLR anomalies over WP2 are indicated in the bottom of panels (a) and (b), 41 
respectively. 42 
  43 
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 44 
Figure S4: The annual time series of the intraseasonal (20-90 days) anomalies of precipitation 45 
(mm/day) averaged over WP2 (140°E-160°E and 15°S-5°S) from a) IMERG observations (2001-46 
2020) and b) RSM-ROMS simulation (1986-2005). 47 
 48 
 49 
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